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Abstract / Resumen

Abstract — Cerebral aneurysms are localized, pathological dilatations of cerebral arter-
ies. Their rupture causes a subarachnoid hemorrhage and is associated with high rates of
morbidity and mortality. Better understanding of the mechanisms underlying aneurysm
pathophysiology is crucial for the development of new preventive and therapeutic strate-
gies.

In addition to systemic risk factors such as hypertension, gender and age, hemo-
dynamics is believed to play an important role as local risk factor. While techniques
exist to measure the hemodynamics in vivo, they provide low-resolution data and are
limited to assessing the patient’s current condition. Over the last decade, the emergence
of computational modeling has greatly improved our understanding of how hemodynamic
stresses are associated to the initiation, growth and rupture of aneurysms and how they are
altered by endovascular treatment devices.

Hemodynamic simulations are obtained using computational fluid dynamics (CFD)
techniques. They are personalised by extracting the vascular geometry from medical
images. Other input parameters, such as the blood viscosity and flow rate boundary
conditions, are typically estimated from average physiological measurements reported
in the literature. Before hemodynamic simulations can become part of clinical decision-
making, it is essential that we assess their reproducibility and accuracy.

The aim of this thesis was to identify hemodynamic factors that can be reliably
computed and that can be used to study aneurysm pathophysiology. We addressed the
following questions: 1. Are hemodynamic simulations reproducible across imagingmodal-
ities commonly used in clinical practice? 2. Are hemodynamic simulations reproducible
across different CFD solvers? 3. Can computationally inexpensive steady flow simulations
be used to answer clinically relevant questions? 4. Which reliable hemodynamic factors
are associated with aneurysm initiation?



viii Abstract / Resumen

Resumen — Los aneurismas cerebrales son dilataciones patológicas y localizadas de
las arterias cerebrales. Su ruptura causa una hemorragia subaracnoidea y está asociada
a altas tasas de morbilidad y mortalidad. Un mejor entendimiento de los mecanismos de
fondo de la patofisiología de los aneurismas es crucial para desarrollar nuevas estrategias
preventivas y terapéuticas.

Adicionalmente a los factores de riesgo sistémicos, como la hipertensión, el género y la
edad, se cree que la hemodinámica juega un papel importante como factor de riesgo local.
Mientras que hay técnicas para medir la hemodinámica in vivo, éstas proveen datos de baja
resolución y están limitadas a evaluar la condición actual del paciente. Durante la última
década, la emergencia del modelado computacional ha mejorado nuestro entendimiento
de como los estreses hemodinámicos están asociados a la iniciación, el crecimiento y la
ruptura de los aneurismas, y, como son alterados por los tratamientos con dispositivos
endovasculares.

Las simulaciones hemodinámicas se obtienen usando técnicas de dinámica computa-
cional de fluidos. Éstas se personalizan extrayendo la geometria vascular a partir de
imágenes médicas. Otros parámetros de contorno, como la viscosidad sanguínea y la
velocidad de flujo, típicamente se estiman de medidas fisiológicas promedio reportadas
en la literatura. Antes de que las simulaciones hemodinámicas puedan hacerse parte de las
decisiones clínicas rutinarias, es esencial evaluar su reproducibilidad y exactitud.

El objetivo de esta tesis era identificar factores hemodinámicos que puedan calcularse
confiablemente y puedan usarse para estudiar la patofisiología de los aneurismas. Hemos
abordado las siguientes preguntasa: 1. Son las simulaciones hemodinámicas reproducibles
entre modalidades de imagen usadas comunmente en la práctica clinica? 2. Son las
simulaciones hemodinámicas reproducibles entre diferentes solvers computacionales? 3.
Podemos usar simulaciones computacionalmente económicas de flujo estable para respon-
der preguntas clinicamente relevantes? 4. Cuales factores hemodinámicos confiables están
asociados con la iniciación de aneurismas?
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Introduction



2 1. Introduction

1.1 Clinical context
Cerebral aneurysms are localized, pathological dilatations of cerebral arteries (Figure 1.1)
[25], which are found in 2% of the general population [159]. They often remain asymp-
tomatic during the course of life [159], yet severe complications arise when they rupture
and cause a subarachnoid hemorrhage (SAH) [83]. Although SAHs account for only 5%
of all strokes [55, 190], they are particularly devastating as they occur at a relatively young
age and are often fatal [94]. Half of the patients die after aneurysm rupture, another 10 to
20% become disabled and dependent on help [83].

Treatment strategies are aimed at excluding the aneurysm from circulation. The two
common procedures are neurosurgical clipping and endovascular coiling [25]. Clipping

Pericallosal artery, 4%

Anterior communicating
artery, 30%

Internal carotid artery
bifurcation, 7.5%

Middle cerebral
artery, 20%

Posterior communicating
artery, 25%

Basilar tip, 7%

Posterior inferior
cerebellar artery, 3%

Additional miscellaneous aneurysm
locations not shown: 3.5%

Figure 1.1: The cerebral vasculature, showing the most frequent locations of cerebral
aneurysms. Percentages indicate the incidence of aneurysms. Reproduced with permission
from [25], Copyright Massachusetts Medical Society.
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involves opening the skull and placing a permanent clip across the neck of the aneurysm.
Coiling involves partially filling the aneurysm with thin biocompatible metal wires to pro-
mote thrombosis. When necessary, the coils are kept in place by a stent. Both procedures
come with a significant risk for the patient, clipping more so than coiling [138, 154, 194],
and there is a chance of recurrence [138]. The choice of procedure depends on the location
and shape of the aneurysm, and the tortuosity of the parent vessel [25]. In recent years,
flow diversion has emerged as a new endovascular procedure. Flow diversion involves
deploying a low-porosity stent, a so-called flow diverter, in the parent vessel to greatly
reduce the blood flow into the aneurysm and, thus, promote thrombosis. It provides an
alternative for wide-necked and large aneurysms for which coiling is challenging or not an
option. Early clinical studies have shown promising results [124, 180], but the safety and
effectiveness of the procedure remains controversial [9, 24, 27, 112, 193].

Improvements in neuroradiological imaging have led to more frequent detection of
unruptured aneurysms. Unlike ruptured aneurysms, not all unruptured aneurysms need to
be treated. To make a sound decision on whether and how to intervene, one should weigh
the risk of treatment against the risk of rupture. In current clinical practice, several factors
are considered, including aneurysm size, lobulation and location; life expectancy; family
history; nicotine use; and clinical symptoms [54, 205]. These factors are well-supported
by evidence, but seem to insufficiently capture the complexities of the problem at hand.
Therefore, one of the major challenges in the management of aneurysms lies with the
definition of accurate predictors of aneurysm rupture and treatment outcome.

In this clinical context, there are many open questions. Why do aneurysms form?
Do aneurysms constitute a single disease? Why do some aneurysms stabilize after initial
growth while others keep growing? How can we predict aneurysm rupture? How can we
predict treatment outcome?

1.2 Importance of hemodynamics

The mechanisms underlying the initiation, growth and rupture of cerebral aneurysms
remain unclear. For many years, aneurysms were believed to be congenital, but it is
now well-accepted that they develop during the course of life [173]. Several systemic
risk factors have been identified, including smoking, hypertension, excessive alcohol
intake, female gender, and genetic predisposition [56, 98, 99, 161]. In addition, some
properties of cerebral arteries, such as the lack of an external elastic lamina, seem to
render them susceptible to aneurysm formation [85, 120]. However, these factors affect
the whole cerebral vasculature, whereas the distribution of aneurysms suggests that also
local factors are involved [143, 162]. Specifically, the majority of aneurysms are found at
the apex of bifurcations or the outer wall of vascular bends, which are characterized by
high hemodynamic stress [2, 3, 108, 151]. This has long established the importance of
hemodynamic stress in aneurysm formation [105, 173].

Hemodynamic stress consists of pressure and wall shear stress (WSS) [48]. Due to the
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pulsatile nature of blood flow, both components vary during the cardiac cycle. Pressure
elicits circumferential stress in the arterial wall, causing cyclic stretching of intramural
cells. WSS is the flow-induced frictional force exerted directly on the endothelial cells
[125, 158, 162, 196]. Through their interaction with the arterial wall, these stresses act as
mechanical stimuli of vascular biology. Under healthy circumstances, arteries can adapt to
changes in hemodynamic stress and maintain homeostasis. When weakened by systemic
risk factors, however, these changes may lead to the pathological growth and remodeling
associated with aneurysm formation [53, 133]. Aneurysm progression is further escalated
by the inflammatory response of the tissue [133, 149, 186]. This constitutes a three-way
relationship: hemodynamic stress triggers vascular growth and remodeling (1), which
changes the vascular geometry in an attempt to restore ‘normal’ wall stress and WSS (2),
which in turn alters the flow field and, thus, the hemodynamic stress (3) [75, 133]. Some
aneurysms stabilize by finding a balance between wall degradation and repair, while others
continue to grow. Aneurysms rupture when wall stress exceeds wall strength, which is
typically due to a sudden increase in blood pressure [199].

In conclusion, the pathophysiology of aneurysms depends on the interplay between
multiple factors. The key role of hemodynamics among them has motivated our research
on this topic.

1.3 In vivo measurement of hemodynamics

In vivo techniques are available to assess the hemodynamics in cerebral arteries. Tran-
scranial Doppler ultrasound (TCD) measures the blood flow velocity through windows of
the skull. The technique has a high temporal resolution and is noninvasive, but measure-
ments are difficult to obtain because of the skull’s anatomy and the tortuosity of arteries
[163, 178]. Endovascular dual-sensor guidewires measure both velocity and pressure. The
technique is invasive, but has the advantage that measurements can be performed during
endovascular treatment of the aneurysm [58, 131, 163, 166]. Phase contrast magnetric
resonance angiography (PCMRA) measures the 3D velocity field at different instances of
the cardiac cycle. From the velocity field, additional hemodynamic variables, such as the
WSS, can be derived [128]. It is the only technique that can provide an estimation of the
WSS distribution, but, due to current low temporal and spatial resolutions, its accuracy is
limited. As a result, only large-scale WSS features can be reliably measured [192].

Unfortunately, none of the in vivo techniques currently provide the level of detail
desired to study the hemodynamics of cerebral aneurysms. Moreover, they are limited to
assessing the patient’s condition at the time of acquisition and do not allow for testing
hypothetical conditions. The ability to explore hypothetical conditions is essential for
treatment planning and for noninvasively evaluating the hemodynamics at different levels
of physical activity. Fortunately, this flexibility is offered by computational modeling of
hemodynamics, which forms the core of the research presented in this thesis.
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1.4 Computational modeling of hemodynamics

1.4.1 Perspective

Over the last decade, computational modeling has emerged as the most important tech-
nique to study the hemodynamics in cerebral aneurysms. By combining data obtained
from the patient with computational modeling, we can enhance our assessment of the
patient’s condition and predict the future development of the disease and the outcome
of treatment. As computational power increases and model accuracy improves, we believe
that this technique will one day find its way into clinical practice.

Complementing clinical measurements with computational modeling is in line with the
Physiome and Virtual Physiological Human initiatives, which aim to develop an integrated
framework to model the human body as a single complex system [57, 87]. To accomplish
this, the model should integrate the physiological processes and their interactions across
different length and time scales, scientific disciplines, and anatomical subsystems. The
ultimate goal is to build a computer model of each patient, using patient-specific data
and population-based information. For the population as a whole, these models can be
used to better understand human physiology and to optimize treatment development. For
the individual patient, these models can be used to improve diagnosis and therapeutic
planning.

1.4.2 Computational fluid dynamics

Fluid dynamics is the study of the motion of fluids. Since the phenomena of interest are
macroscopic, we can neglect the local movement of molecules and regard the fluid as a
continuous medium. This means it can be considered a collection of infinitesimally small
volume elements, whose movements are dictated by a flow field. To fully determine the
flow field, we need to find an expression for velocity vector v, pressure p, and density
ρ as a function of space and time. These three variables can be found by solving the
Navier-Stokes equations: the continuity equation, the momentum equation and the energy
equation. Although blood is composed of blood cells suspended in blood plasma, on the
scale of interest, it may be considered a homogenous, Newtonian, incompressible fluid
with constant density. Under these assumptions, the energy equation gets uncoupled and
a complete solution of the flow field can be found by merely solving the continuity and
momentum equations [4, 130, 210].

The continuity equation follows from the principle of mass conservation. Under the
assumption of an incompressible fluid, it simplifies to

∇ · v = 0 (1.1)

The momentum equation follows from the principle of momentum conservation. For
a viscous, incompressible fluid we get
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ρ
Dv
Dt
= ρF − ∇p + µ∇2v (1.2)

where D/Dt is the Lagrangian derivative, representing the time rate of change within a
given fluid element as it moves through space, F combines all the forces acting on the
infinitesimally small volume elements per unit mass, and µ is the viscosity.

The Navier-Stokes equations were developed halfway through the 1800s. The closely
coupled equations are nonlinear in almost any situation and, therefore, hard or impossible
to solve analytically in most practical situations. This problem is overcome by converting
the partial differential equations into amatrix of discrete equations. They provide a solution
for the velocity and pressure for each node or element of a discretized computational
domain. The branch of fluid dynamics that uses numerical methods to solve the Navier-
Stokes equations is known as computational fluid dynamics (CFD).

In the beginning of the 20th century, the first rudimentary numerical solutions for
simple flow problems were generated, but the iterative process by which this was achieved
was enormously time consuming [104, 183]. The introduction of modern computer
technologies made it gradually feasible to perform numerical calculations on real flow
problems within reasonable timescales. After developing algorithms and codes during the
1960s and 1970s, commercial software became available from the early 1980s. Ever since,
software has been improved and the rapid increase in computational power has made
it possible to find flow solutions for highly complex problems, including clinical ones.
The first papers on aneurysms date from the 1980s and 1990s with simulations of 2D
idealized vascular models [63, 72, 150]. In 2002, simulations of 3D image-based vascular
models were introduced, which marked the beginning of an exciting new field of research
[26, 38, 45, 97, 175].

1.4.3 Modeling pipeline

The modeling pipeline we used to construct hemodynamic simulations was based on the
one described by Cebral et al. [34]. The steps are summarized below. More details will be
provided in subsequent chapters of this thesis.

• Medical image Patients are imaged with different imaging modalities. Depending on
the stage of the care cycle, a different trade-off is made between the invasiveness of
the modality and the quality of the image. Computed tomographic angiography (CTA)
and magnetic resonance angiography (MRA) are preferred for non-acute diagnosis and
follow-up. Digital subtraction angiography (DSA), a 2Dmodality, and 3D rotational an-
giography (3DRA) are preferred for treatment and pre-treatment planning. The images
used in our studies were either 3DRA or CTA datasets. As example, Figure 1.2 shows
the cerebral vasculature of the same patient imaged with DSA, 3DRA and CTA.

• Vascular model Patient-specific vascular models, represented by triangular surface
meshes, are constructed by segmenting the image, i.e., by finding the boundary between
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dsa 3dra cta

Figure 1.2: The same patient imaged with three different imaging modalities: digital sub-
traction angiography (DSA), 3D rotational angiography (3DRA), and computed tomographic
angiography (CTA). The DSA/3DRA’s field of view is indicated in the CTA image.

lumen and arterial wall. The simplest segmentation method is to threshold intensity
values in the image, but this will likely generate inaccurate object boundaries. Instead,
more advanced methods have been developed. The one in our studies was developed
in-house [20, 78] and uses deformable models whose evolution is driven by minimal
local curvature (internal force) and a combination of region-based information and
image-gradient maps (external force). Because of limitations in image quality and
segmentation, the segmentation output is typically manually post-processed to remove
touching vessels and obtain a smooth surface (Figure 1.3).

• Volumetric mesh Based on vascular models, volumetric meshes are created to serve as
computational domains for the CFD solver. In our studies, we used unstructured meshes
containing tetrahedral elements in the center of the lumen and prism elements at the wall
(Figure 1.3).

• Boundary conditions The numerical solution of the Navier-Stokes equations requires
the boundary conditions of the computational domain to be specified. With this addi-
tional set of constraints as input, the CFD algorithm solves the differential equations
for the complete domain. In our studies, blood was modeled as an incompressible
Newtonian fluid [140]. The vessel wall was assumed to be rigid with a no-slip boundary
condition [50]. Preferably, one uses patient-specific flow and pressure information as
boundary condition, but this information is rarely acquired in the clinic. Instead, we
imposed a ‘typical’ or population-averaged flow rate waveform at the inlet, scaled
according to prescribed time-averaged flow rate orWSS values. Zero-pressure boundary
conditions were imposed at all outlets.

• CFD simulation CFD simulations were created with CFX (ANSYS, Canonsburg, PA,
USA), which is a commercial vertex-centered finite volume solver (Figure 1.3).
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vascular model volumetric mesh velocity wall shear stress

Figure 1.3: Computer model of the patient in Figure 1.2: vascular model, volumetric mesh
composed of tetrahedral and prism elements, streamlines representation of the velocity field,
and contour plot of the wall shear stress magnitude.

1.5 Aim and research questions
Computational modeling has shown great potential to help us understand the role of
hemodynamics in the pathophysiology and treatment of aneurysms. Given that they rely on
several assumptions, they provide an approximation of the flow field. It is thus important to
evaluate their sensitivity, reproducibility and accuracy to be able to correctly interpret their
output. In particular, this is crucial before they become part of clinical decision-making.

The aim of the work presented in this thesis was to identify hemodynamic factors that
can be reliably computed and that can be used to study aneurysm pathophysiology. We
addressed the following questions:

1. Are hemodynamic simulations reproducible across imaging modalities commonly
used in clinical practice?

2. Are hemodynamic simulations reproducible across research groups?

3. Can computationally inexpensive steady flow simulations be used to answer clini-
cally relevant questions?

4. Which reliable hemodynamic factors are associated with aneurysm initiation?

1.6 Contributions
Chapters 2 to 5 each present a study addressing one of the research questions. The chapters
were adapted from published or submitted journal papers and are self-contained. In this
section, we provide a brief outline of the thesis, summarizing its contributions.

• Chapter 2 Ideally, hemodynamic simulations should be available at each stage of the
patient care cycle. However, depending on the stage a different trade-off is made between
the invasiveness of the modality and the quality of the image. The two most commonly
used modalities are 3DRA and CTA. Compared with CTA, 3DRA produces vascular
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models with superior anatomical accuracy, but its relative invasiveness restricts the use
of this modality to treatment and pre-treatment planning. CTA is used for diagnosis and
follow-up. In this study, we assessed the reproducibility of hemodynamic simulations
across imaging modalities for a group of patients imaged with both 3DRA and CTA.
— Published in the American Journal of Neuroradiology

• Chapter 3 Research groups use a wide range of implementations and set-ups to obtain
volumetric meshes and CFD solutions. Along with extensive in-house studies, there
is a need for comparing CFD solutions from different research groups for the same
input data. To this end, the author of this thesis co-organized the 2011 edition of the
Virtual Intracranial Stenting Challenge (VISC’11). This chapter reports on the design
and findings of the challenge. The aim was to assess the reproducibility with which
research groups can simulate the velocity field in a cerebral aneurysm before and after
treatment with five different configurations of high-porosity stents. The velocity field of
the untreated case was validated against in vitro measurements obtained with particle
image velocimetry.
— Published in the Annals of Biomedical Engineering

• Chapter 4 The majority of studies use unsteady, pulsatile flow simulations to capture
the changing flow rate and inertia effects during the cardiac cycle. The enormous amount
of generated data is typically reduced by extracting and analyzing the time-averaged,
peak systole or end diastole flow field. In this study, we explored the possibility to
approximate these flow fields with steady flow simulations. The shorter time required
to create these simulations could aid the introduction of CFD into clinical practice.
— Published in the Journal of Biomechanics

• Chapter 5 In this study, we characterized the WSS field at the aneurysm initiation
site. All included aneurysms were from a single location. This location was neither
a bifurcation apex nor the outer wall of a vascular bend, which – attributed to being
high WSS regions – are the most common aneurysm locations. Studying locations with
lesser-known hemodynamic conditions can provide great insight into the hemodynamic
mechanisms underlying aneurysm initiation. Vascular geometries with the aneurysm
removed were matched by controls that never formed an aneurysm at that particular
location, but elsewhere.
— Prepared for submission

1.7 Conclusions
• Themain flow characteristics of an aneurysm are reproduced across imagingmodalities.
However, substantial discrepancies are found for quantitative hemodynamic variables,
such as the average WSS on the aneurysm. Therefore, one can reliably approximate and
refer to only the main flow characteristics.
— Chapter 2
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• Given geometry and flow rate boundary conditions, research groups can accurately
simulate the velocity field inside a cerebral aneurysm and find excellent agreement on
the hemodynamic effect of different stent configurations.
— Chapter 3

• Steady flow simulations can accurately approximate the time-averaged, but not the peak
systole and end diastole, WSS field of an aneurysm. The reduction in computation time,
with respect to pulsatile flow simulations, could help facilitate the introduction of CFD
into clinical practice.
— Chapter 4

• Aneurysms form in regions of high WSS and high WSS gradients. They coincide with
focal regions of high WSS pulsatility.
— Chapter 5

• Time-averaged WSS distributions, not magnitudes, are largely unaffected by physiolog-
ical variations in inlet flow rate. Given the lack of patient-specific flow rate boundary
conditions, we recommend normalizing WSS fields to focus analysis on WSS distribu-
tions rather than magnitudes in studies associating WSS to aneurysm initiation, growth
or rupture.
— Chapter 4 and 5

1.8 Future prospects
Over the last decade, hemodynamic modeling of cerebral aneurysms has become a vivid
field of research. Thanks to the potential of computational modeling in medicine and the
wide-spread availability of CFD as a technique, the field has grown tremendously. In this
section, we wish to provide our vision for possible future directions:

• The overestimation of aneurysm neck size by 3DRA, in comparison to higher-resolution
DSA, was recently shown to have non-negligible consequences for the simulated hemo-
dynamics [164]. Further advancements in image quality and segmentation algorithms
are needed to obtain more accurate vascular models and, thus, more accurate hemody-
namic simulations.

• Studies associating hemodynamic factors to aneurysm initiation or rupture make strong
assumptions regarding the vascular geometry. Aneurysm rupture might affect the
aneurysm geometry and aneurysm formation might affect the parent vessel geometry
[165, 168]. Large prospective studies are needed.

• The lack of patient-specific boundary conditions is a huge limitation of current hemo-
dynamic modeling [92, 102, 129, 131, 163]. Perhaps even more so than with improving
the accuracy of vascular models, which will occur at the ‘periphery’ of our field through
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advances in imaging and segmentation, hemodynamic modelers should play an active
role in retrieving flow and pressure information from the patient. Moreover, rather
than using a single set of boundary conditions, stochastic simulation techniques could
be employed to obtain a space of possible CFD solutions and account for the great
variability observed under different levels of physical activity [47].

• Hemodynamic modeling is commonly restricted to assessing only a portion of the
cerebral vasculature. In the vein of the VPH initiative, multiscale modeling could be
achieved by coupling the 3D model to lumped parameter and/or 1D models [18, 145].
This would allow us to evaluate how changes elsewhere in the circulation affect the
region-of-interest.

• Hemodynamics is only one aspect of the mechanisms underlying aneurysm pathophys-
iology. It is therefore important to investigate its interaction with vascular biology by
complementing histological analyses with hemodynamic modeling [53, 134, 135] and
developing fluid-solid-growth models of cerebral aneurysms [1, 84, 200, 201].
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Reproducibility of hemodynamic
simulations across imaging modalities

3DRA and CTA

Abstract — Patient-specific simulations of the hemodynamics in cerebral aneurysms can be con-
structed by using image-based vascular models and computational fluid dynamics (CFD) tech-
niques. This work evaluates the impact of the choice of imaging technique on these simulations.
Ten aneurysms, imaged with three-dimensional rotational angiography (3DRA) and computed
tomographic angiography (CTA), were analyzed to assess the reproducibility of geometric and
hemodynamic variables across the two modalities. Compared with 3DRA models, we found that
CTA models often had larger aneurysm necks (p = 0.05) and that most of the smallest vessels
(between 0.7 and 1.0mm) could not be reconstructed successfully with CTA. With respect to the
values measured in the 3DRAmodels, the flow rate differed by 14.1 ± 2.8% (mean ± standard error)
just proximal to the aneurysm and 33.9 ± 7.6% at the aneurysm neck. The mean wall shear stress
(WSS) on the aneurysm differed by 44.2 ± 6.0%. Even when normalized to the parent vessel WSS,
a difference of 31.4 ± 9.9% remained, with the normalized WSS in most cases being larger in the
CTA model (p = 0.04). Despite these substantial differences, excellent agreement (κ ≥ 0.9) was
found for qualitative variables that describe the flow field, such as the structure of the flow pattern
and the flow complexity. We therefore conclude that although relatively large differences were found
for all evaluated quantitative hemodynamic variables, the main flow characteristics were reproduced
across imaging modalities.

Adapted from: Geers AJ, Larrabide I, Radaelli AG, Bogunovic H, Kim M, Gratama van Andel HAF, Majoie CB, VanBavel E,
Frangi AF. Patient-specific computational hemodynamics of intracranial aneurysms from 3D rotational angiography and CT
angiography: an in vivo reproducibility study. American Journal of Neuroradiology, 32(3): 581–586, 2011

http://dx.doi.org/10.3174/ajnr.A2306
http://dx.doi.org/10.3174/ajnr.A2306
http://dx.doi.org/10.3174/ajnr.A2306
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2.1 Introduction
Degradative biological processes in the arterial wall that lead to growth and rupture of
cerebral aneurysms [65] have been related to intra-aneurysmal hemodynamics [72, 75,
105]. Computational fluid dynamics (CFD) simulations have been used to gain insight into
the patient-specific hemodynamics and could potentially assist rupture-risk assessment
[30, 31, 35, 37, 95] and treatment planning [39, 44, 101, 106, 115, 123, 155].

Vascular models can be constructed through segmentation of three-dimensional rota-
tional angiography (3DRA) and computed tomographic angiography (CTA) images. Com-
pared with CTA, 3DRA produces images with higher contrast, higher spatial resolution,
and lower visibility of bone [7, 177, 204], which lead to better segmentation results [78]
and superior anatomic accuracy [153, 181, 195]. However, acquisition of 3DRA images
involves the introduction of a catheter into the cerebral vasculature to locally inject contrast
agent, making it more invasive than CTA, which involves contrast injection in a peripheral
vein [49, 206]. As a result of this trade-off, 3DRA is often used before and during treatment,
whereas CTA is often used for diagnosis and follow-up studies [25].

To the best of our knowledge, the reproducibility of hemodynamic simulations based
on in vivo images from different modalities is yet unknown. Previous studies did show
that among all input parameters of the modeling pipeline, the vascular geometry has the
greatest impact on its output [34, 184]. Because the choice of imaging technique may
affect the vascular geometry, it could give rise to differences in hemodynamic predictions.
To investigate this issue, we conducted a study comparing simulations with 3DRA- and
CTA-based vascular models of 10 aneurysms.

2.2 Methods

2.2.1 Patient population

Clinical data were obtained at the Department of Radiology of the Academic Medical
Center in Amsterdam, the Netherlands, for a study including 108 patients imaged with
both 3DRA and CTA within a three-day interval [160]. Approval from the institutional
review board was obtained for review of anonymized medical records and images. As part
of this study, the quality of CTA images was rated by two experienced clinicians. From
a subgroup of 80 patients with the highest quality images, 4 patients with 10 aneurysms
were randomly chosen for our study (Table 2.1).

2.2.2 Imaging protocols

3DRA images were acquired with a single-plane angiographic unit (Integris Allura Neuro;
Philips Healthcare, Best, the Netherlands). Nonionic contrast agent (320mg I/ml of iodix-
anol, Visipaque; GE Healthcare, Cork, Ireland) was injected through a 6F catheter posi-
tioned in the internal carotid artery (ICA) or vertebral artery (VA). One hundred images
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Table 2.1: Clinical information of the patient population.

Patient Aneurysm
No. Sex Age [yr] No. Side Locationa Rupture
1 F 45 1 Right MCA bifurcation Y

2 Left MCA bifurcation N
2 F 74 3 Left ICA Y
3 F 37 4 Right MCA N

5 Right MCA N
6 Right MCA bifurcation N

4 F 43 7 Left MCA N
8 Right MCA N
9 Right MCA bifurcation Y
10 Middle BA terminus N

a MCA = middle cerebral artery; ICA = internal carotid artery; BA = basilar artery.

were acquired during a 240◦ rotational run in 8 seconds with 15 to 21ml of contrast agent
at 3ml/s. A 3D image of the region of interest was reconstructed with a 256 × 256 × 256
matrix on a dedicated workstation.

CTA images were acquired with a 4-section spiral CT scanner (Somatom, Sensation
4; Siemens, Erlangen, Germany). 80 to 100ml of nonionic contrast agent (320mg I/ml
of iodixanol, Visipaque) was injected in a cubital vein at a rate of 4ml/s. Scanning delay
was automatically adjusted by a bolus-tracking technique. Parameters were set as follows:
120 kV, 250mAs, 4mm × 1mm detector collimation, pitch of 0.875, section thickness of
1.3mm, increment of 0.5mm, 512 × 512 matrix, H30f reconstruction kernel [160].

2.2.3 Vascular modeling

Patient-specific vascular models were constructed from the image datasets by using a
completely automatic geodesic active regions segmentation algorithm [78]. This approach
drives the evolution of geometric deformable models toward the vascular boundaries by
taken into account the minimal local curvature (internal force) and a combination of
region-based information and image-gradient maps (external force). Region-based infor-
mation is used to initialize the model and prevents the leakage of the evolving front when
the image gradient is weak. The accuracy of the segmentation algorithm was recently
investigated for both 3DRA and CTA [78]. In a study of 10 clinical datasets, the technique
compared favorably with other techniques, showing a high overlap with respect to the
ground truth (91.13%and 73.31% for 3DRA and CTA, respectively) and an error distance
to the ground truth close to the in-plane resolution (0.40 and 0.38mm, respectively).

The segmentation process outputs a surface mesh representing the vascular bound-
aries. Subsequently, postprocessing operations were applied manually to separate touching
vessels, extrude poorly segmented in- and outlets, smooth the surface, and improve the
mesh quality. Operations were executed with ReMESH, Version 2.0 (IMATI-GE/CNR,
Genova, Italy) [10].
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In the rest of this chapter, wewill refer to vascular models obtained from 3DRA or CTA
images and their corresponding CFD simulations as 3DRA and CTAmodels, respectively.

2.2.4 Blood flow modeling

Unstructured meshes containing tetrahedral and prismatic elements were created with
ICEM CFD, v11.0 (ANSYS, Canonsburg, Pennsylvania). Element sizes ranged between
0.1 and 0.2mm, with smaller elements in high curvature regions. Three prismatic bound-
ary layers with a total thickness of approximately 0.15mm covered the vessel wall to
locally ensure an accurate definition of the velocity gradient. On average, meshes consisted
of 0.4 million nodes and 1.5 million elements.

Transient CFD simulations were created with CFX, v11.0 (ANSYS), which uses a
finite volume approach to solve the Navier-Stokes equations. Blood was modeled as an
incompressible Newtonian fluid with density ρ = 1060 kg/m3 and viscosity µ = 4mPa s).
The vessel wall was assumed to be rigid with a no-slip boundary condition. A straight
inlet extension was added to the image-based vasculature, and a parabolic velocity profile
was imposed at the inlet of the extension. Because patient-specific flow information was
not available, a flow rate waveform from a healthy volunteer acquired with phase-contrast
magnetic resonance imaging described the pulsatile flow conditions at the inlet. This
waveform was scaled to obtain a physiologically realistic mean wall shear stress (WSS)
of 1.5Pa near the inlet of the 3DRA model [158]. To prevent hemodynamic discrepancies
further downstream due to a difference in inflow conditions, we chose an equal inflow
rate for the corresponding CTA model. We will elaborate on this modeling choice in
Section 2.4. Traction-free boundary conditions were prescribed at all outlets. Time steps
were chosen to be 3ms around peak systole, where the time-derivative of the flow rate
is relatively large, and 20ms elsewhere. To reduce initial transients, we computed two
complete cardiac cycles and data of the second cardiac cycle were stored and analyzed.

2.2.5 Data analysis

Quantitative geometric and hemodynamic variables weremeasured in bothmodels. Unless
otherwise stated, the time-averaged flow field was analyzed. The aneurysm neck area (AN)
and the volume of the aneurysm (VA) were measured to quantify features of the aneurysm
geometry. The distribution of flow was described by measuring the flow rate in the parent
vessel just proximal to the aneurysm (QP), the flow rate into the aneurysm (QA), and their
ratio to normalize the flow rate into the aneurysm (NQA). The WSS plays an important
role in the development of aneurysms [75]. We therefore measured the mean WSS on
a segment of the parent vessel just proximal to the aneurysm (WSSP), the mean WSS
on the aneurysm wall (WSSA), and their ratio to normalize the WSS on the aneurysm
wall (NWSSA). Normalized measurements were included to differentiate discrepancies in
hemodynamic patterns from scaling of hemodynamic variables as a result of differences
in vessel size and differences in flow divisions at proximal bifurcations. Furthermore, we
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Figure 2.1: Boxplot showing the distribution of differences ∆ for each geometric and hemo-
dynamic variable among the 10 aneurysms. ∆ is defined as the relative difference between the
two models with respect to the 3DRA model. Outliers, marked with an asterisk, are defined as
data points that are > 1.5 times the interquartile range above the upper or below the lower
quartile. See variable definitions in Section 2.2.5.

evaluated twoWSS-derived quantitative variables that have been associated with a clinical
history of rupture: the portion of aneurysm wall under low WSS (< 0.4Pa) at end diastole
(LWSSA) [95] and the maximum WSS on the aneurysm wall at peak systole (MWSSA)
[30, 31]. In addition to the latter, two other measures of high WSS were evaluated: the
90th percentile value of the WSS on the aneurysm at peak systole (90WSSA) and this
percentile normalized by the mean WSS on the aneurysm at peak systole (N90WSSA).

For each variable, the relative difference between the two models with respect to the
3DRA model (∆) was determined. The mean and standard error (SE) of this difference
over all 10 cases were calculated. The Wilcoxon signed-rank test was used to test the
significance of the differences between the two models. Differences were considered
statistically significant for p ≤ 0.05.

The intra-aneurysmal flow field was characterized using qualitative variables that have
been proposed by Castro et al. [31] and Cebral et al. [35], namely the location and size of
the impingement region on the aneurysm wall; the size of the inflow jet in the aneurysm;
and the flow complexity, stability, and pattern type in the aneurysm. Data were obtained
by two independent observers through inspection of streamlines color-coded with the
magnitude of the velocity and color maps of the WSS and the oscillatory shear index
(OSI). The OSI describes the oscillatory nature of the WSS during the cardiac cycle
with 0.0 and 0.5 representing minimum and maximum oscillation, respectively [111]. The
hemodynamic results were examined for the flow field at end diastole and peak systole
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Table 2.2: Differences in geometry and hemodynamics for all aneurysms.

∆c

Variablea p-valueb Mean [%] SE [%]
AN [mm2] 0.05 33.0 8.3
VA [mm3] 0.38 27.8 7.4
QP [ml/s] 0.85 14.1 2.8
QA [ml/s] 0.38 33.9 7.6
NQA [-] 0.63 35.9 9.8
WSSP [Pa] 0.28 28.6 4.0
WSSA [Pa] 0.43 44.2 6.0
NWSSA [-] 0.04 31.4 9.9
LWSSA [%] 0.11 13.7 4.0
MWSSA [Pa] 0.85 47.9 11.9
90WSSA [Pa] 0.28 56.5 11.7
N90WSSA [-] 0.85 12.6 3.1

a See variable definitions in Section 2.2.5.
b p-values were calculated with the Wilcoxon signed-rank
test.
c ∆ is defined as the relative difference between the two mod-
els with respect to the 3DRA model; SE = standard error.

and for the time-averaged flow field. Agreement between the two imaging modalities
and agreement between the two observers were tested with free-marginal statistics [22].
Agreement was categorized as poor (κ < 0.20), fair (0.20 < κ < 0.40), moderate
(0.40 < κ < 0.60), good (0.60 < κ < 0.80), or excellent (κ ≥ 0.80).

2.3 Results

2.3.1 Main observations

The flow rate in the parent vessel, measured just proximal to the aneurysm, differed by
14.1 ± 2.8% (mean ± SE) due to geometric differences in proximal bifurcations that
affected their flow splits (Table 2.2). In some cases, bifurcations to smaller vessels, such
as the ophthalmic artery or the anterior choroidal artery, were missing in the CTA model
but were successfully reconstructed in the 3DRA model. Naturally, these variations gave
rise to differences in the flow split. Most of the missing small vessels were < 1mm in
diameter (measured in the 3DRA model), whereas the smallest vessels in 3DRA models
were approximately 0.7mm in diameter. The segmentation algorithm failed to preserve
these vessels due to the lower spatial resolution of CTA and the presence of bone tissue
near vascular structures.

The lower spatial resolution of CTA also made it difficult for the segmentation al-
gorithm to distinguish vascular structures that were in close proximity to each other. As
a result, the aneurysm neck was significantly wider in CTA models (∆ = 33.0 ± 8.3%,
p = 0.05). This affected the flow split at the aneurysm neck, which was reflected in a
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Table 2.3: Intermodality and interobserver agreement for qualitative hemodynamic variables.

κmodality κobserver
Variable No. of categories κa Agreement κa Agreement
Impingement location 3 0.95 Excellent 0.76 Good
Impingment region size 2 1.00 Excellent 1.00 Excellent
Jet size 2 1.00 Excellent 1.00 Excellent
Flow complexity 2 0.90 Excellent 1.00 Excellent
Flow stability 2 0.90 Excellent 0.81 Excellent
Flow pattern type 3 0.95 Excellent 0.76 Good

a κ is the free-marginal κ coefficient to measure interrater agreement.

35.9 ± 9.8% difference in the normalized inflow into the aneurysm. The difference in
mean WSS on the aneurysm wall was relatively large (∆ = 44.2 ± 6.0%, p = 0.43).
However, the difference slightly decreased after normalization, and this variable was found
to be significantly higher in CTA models (∆ = 31.4 ± 9.9%, p = 0.04). Regarding
the two variables that have been associated with rupture, the differences were relatively
large for the maximum WSS on the aneurysm wall at peak systole (∆ = 47.9 ± 11.9%,
p = 0.85) and relatively small for the portion of aneurysm wall under low WSS (< 0.4Pa)
at end diastole (∆ = 13.7 ± 4.0%, p = 0.11). As an alternative to quantify high WSS
on the aneurysm, N90WSS gave relatively small differences between both modalities
(∆ = 12.6 ± 4.0%, p = 0.85).

Overall, differences in geometric and hemodynamic variables appeared to be relatively
large and varied considerably from one aneurysm to another (Figure 2.1). However, the
main blood flow characteristics were often the same for the 3DRA and CTA models.
Excellent agreement was found between the 3DRA and CTA models for all evaluated
qualitative variables (κ-values ranging from 0.9 to 1.0) with the interobserver variability
being slightly higher (κ-values ranging from 0.8 to 1.0) (Table 2.3). We qualitatively
assessed the OSI distributions to be moderately similar; although corresponding regions of
high OSI could often be recognized, there were clear differences in more detailed features.

2.3.2 Representative cases

To shed more light on the output of our experiments and to better understand the rela-
tionship between geometric and hemodynamic differences, we present four representative
cases for further discussion. Numerical data are provided in Table 2.4 and visualizations
of the hemodynamic simulations are presented in Figure 2.2.

Aneurysm 1 was located at the middle cerebral artery (MCA) bifurcation and had
ruptured before image acquisition. The flow rate in the parent vessel and the inflow into
the aneurysmwere similar (16.1%and 9.9%higher in the CTAmodel, respectively). Also,
agreement was found for all studied qualitative variables. The meanWSS on the aneurysm
wall was 61.9% larger in the CTA model. After normalization by the WSS on the parent
vessel wall, this difference was 20.2%.
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Table 2.4: Differences in geometry and hemodynamics for the four selected aneurysms.

Aneurysm 1 Aneurysm 6 Aneurysm 9 Aneurysm 10
Variablea 3DRA CTA 3DRA CTA 3DRA CTA 3DRA CTA
AN [mm2] 10.87 11.16 5.40 7.86 7.33 12.17 12.15 12.26
VA [mm3] 99.97 90.72 36.35 50.72 63.43 69.04 17.74 20.11
QP [ml/s] 0.80 0.93 1.31 0.99 0.76 0.89 0.43 0.45
QA [ml/s] 0.25 0.27 0.31 0.28 0.32 0.42 0.14 0.12
NQA [-] 0.31 0.29 0.24 0.28 0.42 0.48 0.33 0.27
WSSP [Pa] 2.33 3.14 6.34 2.79 3.93 4.51 1.01 0.79
WSSA [Pa] 0.29 0.48 1.68 0.81 0.98 1.51 0.33 0.23
NWSSA [-] 0.13 0.15 0.26 0.29 0.25 0.33 0.33 0.30
LWSSA [%] 98.41 96.52 75.32 86.81 79.60 67.04 99.11 99.84
MWSSA [Pa] 26.34 39.74 89.55 44.69 42.10 43.91 5.44 3.62
90WSSA [Pa] 1.35 2.45 5.87 2.24 4.85 8.35 0.43 0.41
N90WSSA [-] 2.53 1.82 2.26 2.24 2.20 2.30 1.61 1.93

a See variable definitions in Section 2.2.5.

Aneurysm 6 was located at the MCA bifurcation and was unruptured at the moment of
image acquisition. Compared with the other nine cases, the 24.5% lower flow rate in the
parent vessel of the CTAmodel was a relatively large difference. Bymeasuring the outflow
through all outlets, two explanations could be identified: First, the geometric difference in
the bifurcation from the ICA to the anterior cerebral artery (ACA) andMCA led to a larger
outflow through the ACA in the CTA model. Second, the outflow through the branching
vessels near the two proximal aneurysms was relatively much larger. Aneurysm 6 had a
more complex flow pattern in the 3DRA model. It appears that the aneurysm shape in this
model was more bottle-necked than that in the CTAmodel, which disrupted the inflow and
created a highWSS area at the neck.When reviewing the evolution of theWSS distribution
over the cardiac cycle, the 3DRA model clearly showed a shift of the impingement region
on the aneurysm wall, whereas the impingement region in the CTA model was static. This
instability of flow in the 3DRA model was also apparent from the large region on the
aneurysm wall with high OSI values.

Aneurysm 9 was located on the MCA bifurcation and had ruptured before image
acquisition. In the CTA model, the flow rate into the aneurysm was 34.2% larger and the
mean WSS on the aneurysm wall was 54.8% larger. Geometrically, the main difference
between the two models was the 66.0% larger aneurysm neck area in the CTA model.
This effectively led to the partial elimination of a bulge at the distal end of the neck, which
was apparent in the 3DRA model. After the split at the aneurysm neck, the main flow
jet detached from the aneurysm wall and created a second impingement region farther up
the aneurysm sac. As a result, the bulge formed a relatively large region of low flow and
low WSS. Due to the partial elimination of the bulge, this low-flow region was much less
pronounced in the CTA model.

Aneurysm 10 was located on the basilar artery (BA) terminus and was unruptured
at the moment of image acquisition. We found relatively small differences of < 35% for
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Figure 2.2: Visualizations of hemodynamic simulations for cases 1, 6, 9, and 10. The view
was chosen to most clearly present the main hemodynamic features. Displayed are streamlines
color-coded with the velocity magnitude representing the flow fields at end diastole (ED) and
peak systole (PS), the time-averaged WSS magnitude, and the OSI.

all quantitative hemodynamic variables. For all qualitative hemodynamic variables, both
observers found agreement between the two models. We did recognize an imaging artifact
previously reported by Jou et al. [96], which led to a flattened top of the aneurysm in
the 3DRA image and, hence, in the 3DRA model. However, besides a slight disruption
in the curve of the main flow jet at the aneurysm top, which slightly increased the WSS
magnitude at that location, no major hemodynamic differences were observed between the
two models.

2.4 Discussion

The purpose of this study was to assess the impact of the imaging technique on image-
based computational hemodynamic simulations of cerebral aneurysms. To this end, we
conducted a study comparing simulations with 3DRA- and CTA-based vascular models
of 10 aneurysms. Although relatively large discrepancies exceeding normal physiologic
variation [21] were found between 3DRA and CTA models for quantitative hemodynamic
variables, the visual categorization of flow characteristics was mostly reproduced across
modalities and observers.
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2.4.1 Main sensitivities of hemodynamic simulations

Hemodynamic simulations are believed to be sensitive to the geometry of image-based
vascular models [34, 184], which in turn depends on a number of aspects, including the
imaging technique, image quality, segmentation algorithm, and manual postprocessing of
surface meshes. To investigate the sensitivity of hemodynamic simulations to the latter,
Cebral et al. [34] let three modelers each reconstruct vascular models of four aneurysms
and compared the computed hemodynamics. With results similar to those of our current
study, they found that the differences in geometry did not alter the main flow characteristics
in most cases. In the same work, they reported that small vessels branching off the parent
vessel did not cause substantial differences in the intra-aneurysmal flow patterns, and
Dempere-Marco et al. [50] came to the same conclusion after comparing rigid and nonrigid
wall conditions. However, as demonstrated by Castro et al. [28], including an anatomically
realistic parent vessel in the vascular model instead of a straight extrusion did prove
essential to reproduce the main flow characteristics.

Besides the vascular geometry, the impact of the flow rate waveform has also received
much attention [21, 34, 80, 93, 197]. Hoi et al. [81] found differences in ICA and VA
waveform shapes between young and older adults, but concluded on the basis of a CFD
study [80] of the carotid bifurcation that the computed hemodynamics are relatively robust
to the assumed waveform shape in comparison with assumptions made on the time-
averaged flow rate, and especially in comparison with geometry-related uncertainties.
Venugopal et al. [197] similarly stressed the relative importance of the assumed flow rate
and the outflow ratios in comparison with the assumed heart rate. Other studies evaluated
the intra-aneurysmal hemodynamics during rest and exercise conditions, which essentially
combined the change in waveform shape, flow rate, and heart rate. Bowker et al. [21] found
that the overall flow patterns did not significantly change with a heart rate increase from
70 to 121 beats per minute and a flow rate increase of 8%. However, Jiang and Strother
[93] increased the heart rate from 60 to 150 beats per minute and the flow rate 21%
and reported that the overall flow patterns did change significantly. Both studies observed
large variations in hemodynamic changes for different aneurysm geometries, which raises
the interesting question of whether hemodynamic differences between 3DRA and CTA
models would change under exercise conditions. The results presented in the current work
are based on rest flow conditions, and caution is warranted with generalizations across
physiologic conditions. Future investigation may provide additional value by comparing
3DRA and CTA models for exercise flow conditions.

2.4.2 Hemodynamic variables for rupture risk assessment

To describe the main flow characteristics, Castro et al. [31] introduced and studied quali-
tative hemodynamic variables. In a database of 62 cases, these authors found that ruptured
aneurysms had complex unstable flow patterns, small impingement regions, and small
inflow jet sizes, whereas unruptured aneurysms had simple stable flow patterns, large
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impingement regions, and large inflow jet sizes. Our study showed that these variables are
mostly independent of the choice for 3DRA or CTA for construction of the vascular model.
We, therefore, suggest that CTA might suffice for risk assessment based on predicted
hemodynamics.

As part of the present study, we compared quantitative variables that have been corre-
lated to aneurysm rupture to illustrate the potential variability due to the choice of imaging
technique. Jou et al. [95] studied 26 aneurysms at the ICA and observed that the portion
of the aneurysm dome with a WSS lower than 0.4Pa at end diastole was significantly
higher in ruptured aneurysms. We evaluated this variable for our 10 aneurysms and found
a 13.7% difference between the 3DRA and CTA models (∆ = 13.7 ± 4.0%, p = 0.11).
Castro et al. [31] studied 26 aneurysms at the anterior communicating artery and observed
that the maximum WSS on the aneurysm at peak systole was significantly higher in
ruptured aneurysms. We found a 47.9% difference between the 3DRA and CTA models
(∆ = 47.9 ± 11.9%, p = 0.85). As an alternative measure of high WSS, we proposed the
90th percentile value of the WSS normalized by the mean WSS on the aneurysm at peak
systole, which had a higher reproducibility (∆ = 12.6 ± 4.0%, p = 0.85).

2.4.3 Inlet flow rate

To prevent the difference in the inflow rate propagating to the intra-aneurysmal hemo-
dynamics, we chose to impose the same inflow rate on the 3DRA and the CTA models.
Because patient-specific data were unavailable, the inflow rate was estimated on the basis
of the inlet diameter so that the WSS near the inlet was 1.5Pa. Inlets of cerebral vascular
models are usually located on either the ICA or the VA, which both run through the
skull base. For 3DRA segmentation, proximity of vasculature to bone poses no difficulty.
However, in CTA images, the intensity values of bone and contrast agent overlap; this
overlap makes it challenging for the algorithm to segment near-bone vasculature. As a
result, CTA models are anatomically less accurate in the lower parts of the ICA and VA
[78] and, therefore, should not be used to estimate the inflow rate. In our study, we found
that the inlet area of the CTA model was, in 8 of 10 cases, smaller (∆ = 20.0 ± 3.5%,
p = 0.11), which would lead to a significantly smaller inflow rate (∆ = 29.3 ± 5.2%,
p = 0.05). Instead, we chose to obtain a physiologic estimation of the inflow rate on the
basis of the 3DRA model and used the same value for both models.

2.4.4 Advances in medical imaging

In this study, a 4-section CT scanner was used to acquire the CTA data. However, the
development of CT scanners is advancing rapidly and 16-, 64-, or even 320-section CT
scanners are widespread or will become available soon. With the increasing number of de-
tector rows, larger volumes are covered in a single rotation and scanning times are reduced.
Also, the use of thinner sections leads to a higher out-of-plane resolution. However, the
in-plane spatial resolution mainly depends on the detector geometry and the convolution
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kernel and is not substantially improved in 16- or 64-section CTA [122]. Although some
increase in anatomic accuracy has been found [132], the minimal improvement in spatial
resolution will not substantially resolve the issues brought forward in this study, such as
the omission of small vessels, the widening of the aneurysm neck, and the bone-related
segmentation issues.

2.5 Conclusions
The purpose of this study was to assess the impact of the imaging technique on image-
based computational hemodynamic simulations of intracranial aneurysms. We addressed
this by conducting a study comparing simulations with 3DRA- and CTA-based vascular
models of 10 aneurysms. Differences in quantitative hemodynamic variables were rela-
tively large, with mean values varying from 14.1% for the flow rate in the parent vessel to
44.2% for the mean WSS on the aneurysm sac. However, for qualitative variables such as
the flow pattern and the flow complexity, we found excellent agreement (κ ≥ 0.9) between
both imaging modalities. Although hemodynamic simulations should ideally be available
to clinicians at all stages of the patient care cycle and across all imaging modalities,
currently one can reliably approximate and refer to only the main flow characteristics.
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Abstract — This chapter reports on the 2011 edition of the Virtual Intracranial Stenting Challenge
(VISC). The challenge aimed to assess the reproducibility with which research groups can simulate
the velocity field in a cerebral aneurysm, both untreated and treated with five different configurations
of high-porosity stents. Particle imaging velocimetry (PIV) measurements were obtained to validate
the untreated velocity field. Six participants, totalling three CFD solvers, were provided with sur-
face meshes of the vascular geometry and the deployed stent geometries, and flow rate boundary
conditions for all inlets and outlets. As output, they were invited to submit an abstract to the 8th
International Interdisciplinary Cerebrovascular Symposium 2011 (ICS’11), outlining their methods
and giving their interpretation of the performance of each stent configuration. After the challenge,
all CFD solutions were collected and analyzed. To quantitatively analyze the data, we calculated the
root-mean-square error over uniformly distributed nodes on a plane slicing the main flow jet along its
axis and normalized it with the maximum velocity on the slice of the untreated case (NRME). Good
agreement was found betweenCFD and PIVwith aNRMEof 7.28%.Excellent agreement was found
between CFD solutions, both untreated and treated, with an average NRME of 0.47% (range: 0.28 to
1.03%). In conclusion, given geometry and flow rates, research groups can accurately simulate the
velocity field inside a cerebral aneurysm – as assessed by comparison with in vitro measurements –
and find excellent agreement on the hemodynamic effect of different stent configurations.
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3.1 Introduction

Hemodynamics plays an important role in the growth and rupture of cerebral aneurysms.
Better understanding of this role could lead to improved diagnosis and treatment [136].
For over a decade, the hemodynamics in anatomically realistic aneurysms has been stud-
ied using computational fluid dynamics (CFD) [167]. Besides investigating associations
between hemodynamics and aneurysmal growth and rupture, much attention has been
given to quantifying the change in hemodynamics after endovascular treatment with coils
[13, 101, 140], high-porosity stents [14, 106, 110], or low-porosity stents (also known as
flow diverters) [12, 40, 114].

Sensitivity and validation studies are prerequisites for CFD simulations to be accepted
as part of clinical decision-making [176]. Along with extensive in-house studies, there is
a need for comparing CFD solutions from different research groups for the same input
data. Since 2006, the yearly Virtual Intracranial Stenting Challenge (VISC) has been a
unique platform evaluating the inter-group reproducibility of hemodynamic simulations
of stented aneurysms. Results of the 2007 edition were reported by Radaelli et al. [155]
and the aneurysm used in this edition has since served as a standard test case in our research
community [32, 66, 169]. Radaelli et al. found that the six participating research groups,
employing a range of mesh generation and CFD simulation techniques, all consistently
quantified the change in an aneurysmal velocity field after virtual deployment of three
different stents.

This chapter reports on the results of the 2011 edition of VISC in which six research
groups, totaling three CFD solvers, participated. The aim of the challenge was to assess
the reproducibility with which research groups can simulate the velocity field in a cerebral
aneurysm before and after treatment with five different configurations of high-porosity
stents. The main objectives were to: 1. validate the velocity field of the untreated case
against in vitro measurements, 2. quantify the reproducibility between groups for both
untreated and treated cases, and 3. compare the groups’ independent interpretations of the
performance of each stent configuration. Our study extends the evaluation performed in
VISC’07 by including a wider variety of stent treatments, validating CFD results against
experimental data, and performing a more thorough quantitative data analysis.

3.2 Methods

3.2.1 Vascular geometry

The subject of the challenge was an aneurysm located at the anterior communicating
artery (ACoA) (Figure 3.1). As part of a previous study by Palero et al. [144], a life-
size borosilicate glass model of this aneurysm and its surrounding vasculature had been
manually constructed on the basis of a three-dimensional rotational angiography (3DRA)
image. The model included the A1 and A2 segments of the left and right anterior cerebral
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Figure 3.1: Vascular geometry with an aneurysm located at the ACoA. (A) Surface mesh
representation of the vascular geometry sliced by the xy-plane and the y-axis. The xy-plane
corresponded to the laser sheet plane used during PIV acquisition. (B) Glass model seen
from the same viewpoint as the surface mesh in panel A. (C) Diagram of the circle of Willis
highlighting the vessels included in the vascular geometry. (D) Surface mesh viewed from the
+y-direction to match orientation of the diagram in panel C.

arteries (ACAs), the right middle cerebral artery (MCA) and the right internal carotid
artery (ICA). The vessels’ radii ranged from 0.9 to 3.4mm and the aneurysm had a
maximum diameter of 11mm.

3.2.2 Particle image velocimetry

Particle image velocimetry (PIV) experiments were performed to obtain in vitro mea-
surements of the velocity field in the aneurysm. PIV is a technique in which small
particles follow the flow of a fluid through a transparent model [156]. The particles are
illuminated by a thin laser sheet and two images are captured on camera shortly after each
other. Knowing the time between the two images and the pixel size, the in-plane velocity
components of the flow field can be determined. In our experiments, the laser sheet plane
corresponded to the slice in Figure 3.1, which approximately sliced the main flow jet into
the aneurysm along its axis.

Details on the PIV set-up for our study were previously reported by Palero et al. [144].
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case 0 case 1 case 2

case 3 case 4 case 5

Figure 3.2: Vascular model with and without virtually deployed stents. The red line indicates
the slice location. Stent configurations were composed of open cell stents and closed cell stents.
Case 0 corresponded to the untreated aneurysm, case 1 had two open cell stents, case 2 had
two closed cell stents, case 3 and 4 both had one open cell stent and one closed cell stent, and
case 5 had one closed cell stent.

Briefly, it consisted of a NewWave Pegasus laser and a LaVision HighSpeedStar 5 camera
with a CMOS sensor of 1024 × 1024 pixels. The nominal pixel size was 17 µm × 17 µm.
The time interval between the images was 400 µs. We used a fluid that matched the
refractive index of borosilicate glass (n = 1.4734) and that had a blood-like density
ρ = 1054 kg/m3 and viscosity µ = 6.45mPa s. This fluid was a mixture of benzyl alcohol
(n = 1.54) and glycerol triacetate (n = 1.429) in a ratio of 40/60. The fluid was seeded
with 4 to 7 µm latex particles and pumped into the glass model through inlets 1 and 2
(Figure 3.1). Inflow rates were kept constant and could be controlled by changing the
voltage of the pump. During image acquisition mass flow rates were measured at each
inlet and outlet with a Transonic TS410 ultrasonic probe: 14.135 g/s (Reynolds number
= 631) at inlet 1; 4.001 g/s (361) at inlet 2; 5.201 g/s (371) at outlet 1; 5.730 g/s (406) at
outlet 2; and 7.201 g/s (420) at outlet 3. The glass model was immersed in a rectangular
glass cell filled with the same liquid as inside the glass model to avoid reflections at its
external wall.

3.2.3 Surface reconstruction and virtual stent deployment

The glass model was imagedwith a 3DRA scanner (AXIOMArtis, SiemensMedical Solu-
tions, Erlangen, Germany). The voxel size was 0.27mm × 0.27mm × 0.27mm. The image
was segmented by isosurface extraction to obtain a triagulated surface mesh representation
of both the inner and outer surface of the glass model. To determine the optimal intensity
value of the isosurface, branch diameters were compared between the computer and the
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Table 3.1: List of challenge participants.

ID Research group Mesh softwarea,b CFD softwarea,b

A Beijing University of Technology and Beijing Union
University, China

ICEM CFD v12.1 CFX v12. 1

B Tohoku University, Sendai, Japan GAMBIT v2.4 FLUENT v6.3
C Universidad de la República, Montevideo, Uruguay caffa3d.MBRi caffa3d.MBRi
D Otto-von-Guericke University Magdeburg, Germany ICEM CFD v13.0 FLUENT v13.0
E Universitat Pompeu Fabra, Barcelona, Spain ICEM CFD v13.0 CFX v13.0
F Universitat Rovira i Virgili, Tarragona, Spain ICEM CFD v13.0 FLUENT v13.0

a ICEM CFD, GAMBIT, FLUENT and CFX are commercial software packages developed by ANSYS (Canonsburg, PA,
USA).
b caffa3d.MBRi is an open-source software package developed by G. Usera [188].

physical model. As only the inner surface, which corresponded to the lumen edge, was
relevant for our CFD analysis, the outer surface was discarded. The surface mesh was
smoothed using a geometry-preserving smoothing algorithm [142] to reduce small surface
perturbations. All inlet and outlet branches were clipped perpendicular to their axes and
were, measured from the aneurysm, at least 10 diameters in length.

To aid the analysis of the data, we rigidly transformed the surface mesh such that the
CFDoutput sliced by the xy-planewouldmatch the PIV image (Figure 3.1). The position of
the surface mesh with respect to the PIV image was initialized based on visual assessment
during acquistion. It was further refined by comparing the shape of the slice edge with the
lumen edge visible in the PIV image.

Clinicians of the Hospital Clínic in Barcelona, Spain, were consulted to propose stent
configurations for treatment with high-porosity stents. They could choose any combination
of two available stents: 1. Neuroform (Boston Scientific, Natick,MA,USA) open cell stent,
and 2. Enterprise (Cordis,Miami Lakes, FL) closed cell stent.We adopted the strut patterns
of these commercial stents, but changed the struts to be circular with a diameter of 0.1 mm
[17]. Figure 3.2 shows the five proposed configurations. These five different treatments
will be referred to as cases 1 to 5, whereas the untreated aneurysm will be referred to as
case 0. Stents were virtually deployed using the constrained deformable simplex model
approach developed by Larrabide et al. [115].

3.2.4 The challenge

The challenge was launched on 1 June 2011 with a call for participants sent out to the
research community. Participants were invited to simulate the steady-state velocity field for
all cases, assuming blood to be an incompressible Newtonian fluid with ρ = 1054 kg/m3

and µ = 6.45mPa s and the vessel wall to be rigid with a no-slip boundary condition.
To guarantee adequate space discretization, participants were required to demonstrate the
mesh independency of both untreated and treated solutions. As input data, we provided
surface meshes of the vascular geometry and the deployed stent geometries, and flow
rate boundary conditions for all inlets and outlets. As output, participants were invited to
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submit an abstract to the 8th International Interdisciplinary Cerebrovascular Symposium
2011 (ICS’11; formerly known as the International Intracranial Stent Meeting), outlining
their methods, reporting on their mesh dependency study, showing velocity contour plots
on the slice and velocity profiles along the y-axis, and giving their interpretation of the
performance of each stent configuration.

Of the eleven research groups that accepted the challenge, six succeeded to complete
the CFD analysis and submit an abstract before the deadline on 7 August 2011 (Table 3.1).
Five groups used commercial software produced by ANSYS (Canonsburg, PA, USA):
ICEM CFD or GAMBIT for volumetric mesh generation and as CFD solver either cell-
centered finite volume solver FLUENT or vertex-centered finite volume solver CFX.
All these five groups created tetrahedral body-fitted meshes with on average 1.2 million
elements (range: 0.6 to 2.0 million) for the untreated case and 3.5 million elements (range:
1.7 to 6.7million) for the treated cases. To resolve the stent struts, elements with a relatively
small edge length were used near the struts: groups A, B and D used an edge length of
0.04mm, groups E and F used an edge length of 0.05mm. The remaining group, group
C, used its own open-source finite volume solver caffa3d.MBRi, which employed blocks
of cubic elements and an immersed boundary approach to represent the vessel and stent
geometries. They used 4.3 million elements for the untreated case (edge length of 0.15
mm) and 37.5 million elements for the treated cases (edge length of 0.075 mm). More
details on caffa3D.MB, the predecessor of caffa3D.MBRi, can be found in [188].

Preliminary results of the challenge were published in the proceedings of ICS’11 and
presented at the conference, which was held on 8–11 September 2011 in Shanghai, China.

3.2.5 Data analysis

After the challenge, all CFD solutions were collected and converted into VTK unstructured
grids. In the case of group C, this was achieved by linearly interpolating the solutions onto
the volumetric mesh of group F (arbitrary choice). Post-processing steps were carried out
using Python 2.7.5 with libraries VTK 5.10.1, VMTK 1.2 [5] and Matplotlib 1.3.1 [86].

As mentioned earlier, the CFD output sliced by the xy-plane matched the PIV image.
In the data analysis, we therefore focused on the in-plane velocity on this slice. To
qualitatively compare the PIV and CFD results and the CFD results between research
groups, we plotted velocity profiles along the y-axis and created contour plots of the
velocity field on the slice (Figure 3.1). To quantitatively compare the results, we calculated
the root-mean-square error (RMSE) of the velocity as follows. All PIV and CFD results
were linearly interpolated onto a uniformly meshed slice with a nominal node spacing of
0.5mm. Nodes outside the field of view of the PIV image or outside the computational
domain of the CFD result were excluded from analysis. Note that due to slight variations
in space discretization, nodes at the edge of the slice or near stent struts sometimes fell
inside the computational domain for one research group but outside for another. Therefore,
per case we only considered those nodes that fell within the computational domain for all
groups. Subsequently, the velocity was averaged over all groups to obtain a reference CFD
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Figure 3.3: All cases. In-plane velocity field with streamlines superimposed. The white line
indicates the y-axis. White holes mark the location of stent struts. Results are from group E
(arbitrary choice).

result for each case. The node-wise RMSE of each PIV and CFD result was calculated with
respect to this reference. Additionally, to put the error measurement in context, the RMSE
was normalized (NRMSE) by the maximum velocity of the untreated case, as suggested
by [191].

3.3 Results

Figure 3.3 shows for all cases the velocity field on the slice. Streamlineswere superimposed
to illustrate how stents changed not only the velocitymagnitude, but also the flow direction.
In the untreated case, the main flow jet entered the aneurysm, impinged the distal wall, and
created one large vortex. In the treated cases, stent struts broke themain flow jet into several
jets of reduced strength, leaving regions of low velocity in their wake and forming multiple
vortices. In all cases, the fluid flowed to the top of the aneurysm toward the outlets.

Some similarities can be observed between cases. Cases 1 and 3 had relatively complex
flow patterns, including a large vortex rotating in the direction opposite to the vortex in case
0. Cases 2 and 4 were more similar to case 0, but with the dominating flow jet impinging
lower on the distal wall. These similarities are also apparent in Figure 3.4, which shows
velocity profiles along the y-axis. The peak in case 0, corresponding to the main flow jet,
was split into two relatively low-velocity peaks in cases 1 and 3, whereas one relatively
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Figure 3.4: All cases. In-plane velocity profile along the y-axis.

high-velocity peak remained in cases 2 and 4. Note that these similarities can be partly
attributed to the location of the y-axis with respect to the stent struts. As Figure 3.2 shows,
inside the aneurysm the xy-plane sliced only one of the stents: the open cell stent in cases
1 and 3, and the open cell stent in cases 2 and 4. This is reflected by the identical stent strut
patterns near the y-axis shown in Figure 3.3.

Case 5 was distinct from cases 1 to 4 with only a single stent located inside the
aneurysm and without any stents in the parent vessel. By approximation, the slice shows a
cross section of the stent and the y-axis runs through its center. The main flow jet was split
into one part entering the stent and one part strongly diverted and impinging the bottom
of the aneurysm. Two corresponding peaks can be seen in the velocity profile.

To qualitatively compare the PIV and CFD results and the CFD results between
research groups, we considered the in-plane velocity profiles along the y-axis in Figure 3.4
and the in-plane velocity field on the slice in Figures 3.5 to 3.10. To quantitatively compare
the results, we calculated the RMSE as previously described and normalized it with the
maximum velocity of the untreated case of 97.8mm/s to obtain the NRMSE.

The PIV result was reproduced well by each research group (Figures 3.4 and 3.5). The
main differences were that in the PIV image the main flow jet was slightly broader and
the vortex core was positioned slightly lower. The RMSE between the PIV result and the
reference CFD result was 7.12mm/s and the NRMSE was 7.28%. To check the sensitivity
of this errormeasurement to the exact location of the PIV imagewith respect to the vascular
model, we repeated the measurement for parallel slices at different positions along the z-
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Figure 3.5: Case 0. In-plane velocity field.

axis. Similar RMSEs were found for slices at z = −0.5mm (RMSE = 7.27mm/s) and at
z = 0.5mm (RMSE = 6.96mm/s).

CFD results from the different research groups participating in the challenge were
very similar (Figures 3.4 to 3.10). The largest differences were found in regions with
high velocity gradients such as the peaks of the velocity profiles where the maximum
difference between any two groups was 4.0mm/s, i.e. 4.1% of the maximum velocity of
the untreated case. The average RMSE between each research groups’ CFD result and the
reference CFD result was 0.46mm/s (range: 0.27 to 1.00mm/s) and the average NRMSE
was 0.47% (range: 0.28 to 1.03%).

3.4 Discussion

3.4.1 Accuracy of hemodynamic simulations

The first objective of this challenge was to validate the velocity field of the untreated case
against in vitro measurements. Similar to previous validation studies [61, 82, 157, 187],
we found good agreement between CFD and PIV. Differences between the two techniques
can be attributed to various aspects.

First, PIV measurements were affected by equipment and operator accuracy. To es-
timate the accuracy of our PIV measurements, we refer back to the study by Palero et
al. in which the same glass model was used to demonstrate a new technique, which also
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Figure 3.6: Case 1. In-plane velocity field.

uses a PIV set-up, called digital image plane holography [144]. Compared to regular PIV,
the root-mean-square difference was 5% of the maximum velocity measured with PIV,
which is similar to the 7.28% NRMSE we found between PIV and CFD. Additionally,
slight inaccuracies in the refractive index matching between glass and fluid may have led
to inaccuracies in the measured velocity field, most notably in regions where the normal
on the glass surface was nearly perpendicular to the optical axis [187]. This could explain
the relatively large differences between CFD and PIV near the aneurysm neck (see top left
corner of the contour plot in Figure 3.5).

Second, CFD solutions were affected by the accuracy of input parameters. Even small
geometric changes in the vascular model introduced during imaging or segmentation could
have had a relatively large effect on the velocity field [82]. The location of the PIV plane
with respect to the vascular model was estimated to be accurate within 1 mm and shifting
the slice position along the z-axis by 0.5mm in either direction changed the RMSE by 2%.
During the PIV experiment, we repeatedly measured the mass flow rate at all inlets and
outlets and the fluid’s viscosity. The coefficient of variation of these measurements was
1% for the mass flow rate and 2.5% for the viscosity.

3.4.2 Reproducibility of hemodynamic simulations

The second objective of this challenge was to quantify the reproducibility between groups
for both untreated and treated cases. Similar to VISC’07, we found excellent agreement
between all research groups [155]. The average NRMSE of 0.47% lay within the typical
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Figure 3.7: Case 2. In-plane velocity field.

tolerance threshold used in mesh dependency analyses. In fact, probably due to the higher
mesh resolution near the stent struts, the NRMSE was significantly lower in treated cases
than in the untreated case (0.45 vs. 0.59%, p ≤ 0.05 (Wilcoxon rank-sum test)).

3.4.3 Interpretation of treatment performance

The third objective of this challenge was to compare the groups’ independent interpre-
tations of the performance of each stent configuration. Predominantly, the hemodynamic
analyses were carried out on the basis of the velocity contour plots and velocity profiles
shown in this chapter. Some groups additionally created streamlines to assess the complete
three-dimensional velocity field in the aneurysm or considered the wall shear stress on the
aneurysm wall.

The general consensus was that in cases 1 and 3 the stents were most successful in
diverting the main flow jet and reducing peak velocity. One group performed a quantitative
assessment by considering the flow rate into the aneurysm and found reductions of 20 to
30% with the largest reductions in cases 2 and 4. However, the reduction and ranking of
treatments by reduction depended strongly on the location of the plane across which the
inflow rate had been calculated.

A more comprehensive evaluation of the flow changes (e.g. changes in wall shear
stress, vorticity, residence time, etc.) would be required to fully assess the advantages
and disadvantages of each treatment option. Also, we would like to point out that the
flow distribution among inlets and outlets might be affected by the stents, especially under
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Figure 3.8: Case 3. In-plane velocity field.

pulsatile flow conditions. Therefore, rather than fixing the flow distribution as we did in
the challenge, a more accurate flow field could be obtained by, for instance, linking the
boundary conditions to a lumped parameter model representing the rest of the circulatory
system [74].

3.4.4 Hemodynamic effect of high-porosity stents

The goal of endovascular treatment is to trigger thrombus formation and effectively exclude
the aneurysm from the circulation [208]. Although the underlying mechanisms are not
yet fully understood, favorable conditions for thrombus formation are low blood flow
velocities and high blood residence times.

High-porosity stents, like the ones in this challenge, are primarily used to provide
structural support for coils, but clearly induce a non-negligable reduction of the flow
velocity. Their flow diverting properties have been linked to the higher success rate of
stent-assisted coiling versus conventional coiling [89, 119], and have been successfully
exploited by treating patients solely with these stents [43, 179, 211].

Other than with low-porosity stents, the designs of high-porosity stents are not opti-
mized to divert flow and their performance may strongly depend on the exact positioning
of the stent, and hence the stent struts, during its deployment [155]. To better understand
the impact of high-porosity stents on intra-aneurysmal hemodynamics, CFD studies have
been carried out to compare stent designs [66, 106], stent positioning [8], and stent
configurations [14, 91, 110]. Our challenge has demonstrated that, given geometry and
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Figure 3.9: Case 4. In-plane velocity field.

flow rate boundary conditions, the CFD solutions of such studies can be consistently
obtained by different research groups.

3.4.5 Future challenges

In this challenge, participants were provided with geometries and flow rate boundary
conditions, and were free to choose meshing and CFD strategies. However, often when
creating ‘patient-specific’ blood flow simulations, the only available input data are medical
images of the cerebral vasculature. Future challenges may wish to give more freedom to
participants by letting them extract the vascular geometry and/or choose the flow rates.
As CFD solutions are most sensitive to uncertainties in these modeling assumptions
[71, 102, 131, 164], we expect a greater variability between solutions.

A year after VISC’11, the ASME 2012 Summer Bioengineering Conference CFD
Challenge attracted 25 research groups to calculate the pressure drop in a parent vessel
of a giant aneurysm with a proximal stenosis [174]. Besides also suggesting to give more
freedom to participants of future challenges, they offered another idea that we would like to
reiterate. Although we sometimes observe large variabilities for simulated hemodynamic
quantities, the stratification of a population of aneurysms for rupture risk or treatment
success might remain unchanged. Therefore, rather than performing a detailed analysis
of a single case, future challenges may wish to focus on the stratification of a population
according to one or more agreed-upon hemodynamic criteria and, thus, investigate the
reproducibility of clinically relevant information.
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Figure 3.10: Case 5. In-plane velocity field.

3.5 Conclusions
This CFD challenge has demonstrated that, given stent and vascular geometries, and flow
rate boundary conditions, research groups can accurately simulate the velocity field inside
a cerebral aneurysm – as assessed by comparison with in vitro measurements – and find
excellent agreement on the hemodynamic effect of different stent configurations. Future
challenges may wish to focus more on the interpretation of the computed flow field and on
predictions regarding aneurysm rupture and treatment success.

3.6 Online data
To promote the future use of the VISC’11 dataset, both the input data provided to the
challenge participants and the PIV-measured velocity field have been made available on
Figshare∗†. Additionally, the CFD solutions of group E are also available on Figshare‡.
Group C has made available the code to their well-documented open-source CFD solver
caffa3d.MBRi§ and their VISC’11 solutions¶.

∗http://dx.doi.org/10.6084/m9.figshare.1060443
†http://dx.doi.org/10.6084/m9.figshare.1060453
‡http://dx.doi.org/10.6084/m9.figshare.1060464
§http://www.fing.edu.uy/imfia/caffa3d.MB
¶http://www.fing.edu.uy/imfia/caffa3d.MB/CaffaViscTutorial.tar.gz

http://dx.doi.org/10.6084/m9.figshare.1060443
http://dx.doi.org/10.6084/m9.figshare.1060453
http://dx.doi.org/10.6084/m9.figshare.1060464
http://www.fing.edu.uy/imfia/caffa3d.MB
http://www.fing.edu.uy/imfia/caffa3d.MB/CaffaViscTutorial.tar.gz
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Approximating hemodynamics with
steady flow simulations

Abstract — Computational fluid dynamics (CFD) simulations can be employed to gain a better
understanding of hemodynamics in cerebral aneurysms and improve diagnosis and treatment. How-
ever, introduction of CFD techniques into clinical practice would require faster simulation times. The
aim of this study was to evaluate the use of computationally inexpensive steady flow simulations
to approximate the aneurysm’s wall shear stress (WSS) field. Two experiments were conducted.
Experiment 1 compared for two cases the time-averaged (TA), peak systole (PS) and end diastole
(ED) WSS field between steady and pulsatile flow simulations. The flow rate waveform imposed
at the inlet was varied to account for variations in heart rate, pulsatility index, and TA flow rate.
Consistently across all flow rate waveforms, steady flow simulations accurately approximated the
TA, but not the PS and ED, WSS field. Following up on experiment 1, experiment 2 tested the result
for the TA WSS field in a larger population of 20 cases covering a wide range of aneurysm volumes
and shapes. Steady flow simulations approximated the space-averaged WSS with a mean error of
4.3%. WSS fields were locally compared by calculating the absolute error per node of the surface
mesh. The coefficient of variation of the root-mean-square error over these nodes was on average
7.1%. In conclusion, steady flow simulations can accurately approximate the TA WSS field of an
aneurysm. The fast computation time of 6 minutes per simulation (on 64 processors) could help
facilitate the introduction of CFD into clinical practice.

Adapted from: Geers AJ, Larrabide I, Morales HG, Frangi AF. Approximating hemodynamics of cerebral aneurysms with steady
flow simulations. Journal of Biomechanics, 47(1):178–185, 2014

http://dx.doi.org/10.1016/j.jbiomech.2013.09.033
http://dx.doi.org/10.1016/j.jbiomech.2013.09.033
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4.1 Introduction

Growth and rupture of cerebral aneurysms have been associated with the intra-aneurysmal
hemodynamics [75]. Better understanding of hemodynamics could improve diagnosis and
treatment. In the last decade, computational fluid dynamics (CFD) simulations have been
employed to study the relationship between hemodynamics and rupture [41, 42, 137, 209]
and the hemodynamic effect of endovascular treatment [40, 101, 114, 140]. In particular,
research has focused on the wall shear stress (WSS), which is a key regulator of vascular
biology and pathology [53, 125].

The majority of studies use unsteady, pulsatile flow simulations to capture the chang-
ing flow rate and inertia effects during the cardiac cycle. The enormous amount of
generated data is typically reduced by extracting and analyzing the time-averaged (TA)
[42, 137, 209], peak systole (PS) [30, 170] or end diastole (ED) flowfield [67, 95]. Some re-
searchers have argued, however, that in many cases the main flow features in the aneurysm
remain relatively stable throughout the cardiac cycle [126, 141] and that computationally
much less expensive steady flow simulations might already provide clinically relevant
hemodynamic information [42]. The shorter time required to create these simulations
could aid in the introduction of CFD into clinical practice. So far, comparisons between
steady and pulsatile flow simulations have mostly been qualitative and based on few cases,
but before steady flow simulations can be relied upon, it is essential to quantify for a large
population the accuracy with which they can approximate aspects of the pulsatile flow field
in the aneurysm.

The aim of this study was to quantify the error with which steady flow simulations
can approximate the aneurysm’s TA, PS, and ED WSS fields derived from pulsatile flow
simulations. Since this errormight depend on the flow ratewaveform (FRW) imposed at the
inlet of the vascular model, we systematically varied the heart rate, pulsatility index, and
TA flow rate. The study’s dataset included both terminal and lateral aneurysms, covering
a wide range of aneurysm volumes and shapes.

4.2 Methods

4.2.1 Blood flow modeling

Aneurysm models included in this study were drawn from a large database created
within the EU project @neurIST [198]. Patient-specific vascular models, represented by
triangular surface meshes, were constructed by segmenting three-dimensional rotational
angiography (3DRA) images using a geodesic active regions approach [20]. These models
were smoothed using a geometry-preserving smoothing algorithm [142] to reduce small
surface perturbations without displacing vertices by more than 0.02mm. Touching vessels
were removed. All inlet and outlet branches were clipped perpendicular to their axes
and were, respectively, 12 and 4 diameters in length. To define the aneurysm region, the
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Table 4.1: Flow rate waveform descriptors.

Physiological variation
Descriptor lower baseline upper
Heart rate [bpm]a 52 68 84
Pulsatility index [-]a 0.58 0.92 1.26
TA flow rate [ml/s]b 0.73 QA QA 1.27 QA

a baseline = mean, lower = mean − 2SD, and upper = mean + 2SD
where the mean and standard deviation (SD) are taken from [59] and
[81].
b QA = 48.21 A1.84 where A is the inlet area in cm2 [33].

aneurysm neckwasmanually delineated and a neck surfacewas automatically created from
this curve. This approach has been demonstrated to have a low interobserver variability for
volume and surface area measurements of the aneurysm [116]. All mesh editing operations
were performed in @neuFuse (B3C, Bologna, Italy) [198], a software application devel-
oped within @neurIST.

Unstructured volumetric meshes were created using the octree approach with ICEM
CFD 13.0 (ANSYS, Canonsburg, PA, USA). Meshes were composed of tetrahedral ele-
ments of 0.24mm, and three prism layers with a total height of 0.08mm and a side length
of 0.12mm. The total number of elements ranged from 1.2 to 3.8 million, the density
from 1420 to 2950 elements per mm3, depending on the surface-area-to-volume ratio of
the computational domain. This mesh setup was selected following mesh dependency tests
performed on both cases of experiment 1 (see Section 4.2.3). These tests demonstrated the
mesh independency of the WSS field for steady flow simulations under the highest inflow
rate conditions considered in this study.

CFD simulations were created with the commercial finite volume solver CFX 13.0
(ANSYS), using a second-order advection scheme, a second-order backward Euler tran-
sient scheme for unsteady simulations, and CFX’ automatic time scale control for steady-
state simulations. Solutions converged until the normalized residual of the WSS every-
where in the computational domain was < 10−5. Blood was modeled as an incompressible
Newtonian fluid with density ρ = 1060 kg/m3 and viscosity µ = 4mPa s. Vessel walls were
assumed rigid with a no-slip boundary condition. Flow rate values (steady) or waveforms
(pulsatile) were imposed at the inlet and zero-pressure boundary conditions at all outlets.
For pulsatile flow simulations, the cardiac cycle was discretized in 200 uniformly dis-
tributed time steps and, to reduce the effect of initial transients, the second of two simulated
cardiac cycles was analyzed. Tests performed on both cases of experiment 1 demonstrated
WSS differences of< 1%with respect to simulations with either 400 uniformly distributed
time steps per cardiac cycle or from which the third cycle was analyzed.

4.2.2 Flow rate waveform transformation

FRWs describe how flow rate Q(t) at the inlet of the vascular models changes over time
t during the cardiac cycle. In this study, we used a physiological FRW Q0(t) that was
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derived from phase-contrast magnetic resonance images of the internal carotid artery
(ICA) of a healthy volunteer [36]. This FRW was then linearly transformed to obtain a
FRW with specified heart rate (HR), TA flow rate (QTA), and pulsatility index (PI) given
by PI = (QPS − QED)/QTA . These three variables will be referred to as FRW descriptors.
The transformation is given by

Q(t) = a Q0(ct) + b (4.1)

where

a =
QTA

Q0
TA

PI
PI0 , b = QTA(1 −

PI
PI0 ), c =

HR
HR0

Physiological values for the FRW descriptors (see Table 4.1) were derived from the
literature. For each descriptor, we defined a baseline, an upper and a lower value. Values for
HR and PI were obtained using the mean and standard deviation (SD) of these descriptors
reported by Ford et al. and Hoi et al. [59, 81]: baseline = mean, lower = mean − 2SD,
and upper = mean + 2SD. Values for QTA were obtained using the relationship QA =

48.21 A1.84 where QA is in ml/s and A is the inlet’s cross-sectional area in cm2 [33]. This
relationship was determined by fitting a power-law function through measurements of Q
and A of the ICAs and vertebral arteries of 11 normal subjects. Values for QTA were given
by: baseline = QA, lower = 0.73QA, and upper = 1.27QA. The 27% percent variation is
the average relative error between prediction and measurement, derived from [33].

4.2.3 Experiments
Two experiments were conducted in this study. Figure 4.1 schematically represents the
workflows of both experiments.

Experiment 1 was a detailed analysis of two cases to compare between steady and
pulsatile flow simulations the TA, PS, and ED WSS fields, and to assess how the results
depend on FRW descriptors. One aneurysm was located at the internal carotid bifurcation
(terminal case) and one near the ophthalmic artery (lateral case). Per case, seven pulsatile
flow simulations were created, each with a different FRW imposed at the inlet: one FRW
with all descriptors at baseline, three FRWs with two descriptors at baseline and the third
at its lower value, and three FRWs with two descriptors at baseline and the third at its
upper value. Per pulsatile flow simulation, three steady flow simulations were created with
corresponding flow rates imposed at the inlet: one with TA flow rate, one with PS (i.e.
maximum) flow rate, and one with ED (i.e. minimum) flow rate. Because some flow rate
values were repeated, a total of 13 steady flow simulations were created for both cases.
Reynolds numbers (Re) ranged from 58 to 432 and Womersley numbers (α) from 2.6 to
4.2.

Experiment 2 was a follow-up of experiment 1, in which we found that the TA,
but not the PS and ED, WSS field could be accurately approximated with steady flow
simulations. To quantify in a larger population the error with which the TA WSS field
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Figure 4.1: Workflows of experiments 1 and 2. Sets of FRW descriptors HR, PI and QTA were
created by keeping two descriptors at baseline and varying the third from lower to baseline to
upper value (see Table 4.1). For each set of FRW descriptors, Q0(t) was linearly transformed
to obtain Q(t) from which then QPS and QED were derived. One pulsatile flow simulation was
created with Q(t) imposed at the inlet of the vascular model and three corresponding steady
flow simulations were created with flow rates QTA, QPS and QED imposed at the inlet. In the
data analysis, WSS field S1 was compared to P1, S2 to P2, etc.

could be approximated, we selected 10 terminal and 10 lateral cases, covering a wide range
of aneurysm volumes and shapes. Aneurysm shape was quantified with the nonsphericity
index (NSI) given by NSI = 1−(18π)1/3 V 2/3S−1 whereV is the volume and S is the surface
area of the aneurysm [51]. Volumes ranged from 6 to 1315mm3 and NSIs from 0.03 to
0.32. Per case, we created one pulsatile flow simulation with the baseline FRW imposed
at the inlet and one steady flow simulation with the corresponding TA flow rate imposed
at the inlet. Reynolds numbers ranged from 44 to 301 and Womersley numbers from 2.1
to 4.3.

4.2.4 Data analysis

In experiment 1, two regions of interest (ROIs) were manually defined (Figure 4.2): a
parent vessel segment of one diameter length just upstream from the carotid siphon and
the aneurysm. The parent vessel segment was included in the analysis to elucidate the
difference with the aneurysm. From the pulsatile flow simulation, the TA, PS, and ED
WSS fields of both ROIs were extracted, where PS and ED were defined as the timesteps
at which the space-averagedWSS (WSS) on the ROI was maximum andminimum, respec-
tively. From the steady flow simulations, the corresponding WSS fields were extracted. In
experiment 2, data analysis focused only on the TA WSS field of the aneurysm and the
corresponding WSS field of the steady flow simulation.

To globally compare WSS fields, we calculated the WSS of the ROI and the corre-
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Figure 4.2: Experiment 1. Vascular models of the terminal (left) and lateral (right) cases. The
aneurysms are in light gray and the parent vessel segments are in dark gray.

sponding relative error. To locally compare the fields, we visualized the absolute error
of the WSS field and calculated the root-mean-square error (RMSE) over all nodes i =
1, 2, . . . ,M of the ROI:

RMSE =

√√√
1
M

M∑
i=1

(
WSSpulsatile,i −WSSsteady,i

)2
(4.2)

Additionally, the coefficient of variation (CV) of the RMSE was calculated to put the error
measurement in context of WSS:

CVRMSE = RMSE
/
WSSpulsatile (4.3)

4.3 Results

4.3.1 Experiment 1

Figure 4.3 shows WSS on the parent vessel segment as a function of FRW descriptors.
For both cases, steady flow simulations accurately approximated the TA WSS with errors
ranging from 0.0 to 1.5%. PS WSS was underestimated with errors ranging from 2.2
to 34.6% and ED WSS was overestimated with errors ranging from 1.7 to 23.3%. The
observed trends were consistent across all FRWs, but the size of the errors varied with
changing FRW descriptors.

Figure 4.4 showsWSS on the aneurysm as a function of FRW descriptors. The same as
for the parent vessel segment, the aneurysm’s TAWSS field was accurately approximated
by steady flow simulations (error range: 1.9 to 7.8%. Most notable difference with respect
to the parent vessel segment was that steady flow simulations overestimated PS WSS (8.0
to 48.8%) and underestimated ED WSS (8.5 to 30.0%). Again, the observed trends were
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Figure 4.3: Experiment 1. TA, PS, and ED WSS of the parent vessel segment as function of
three FRW descriptors.

consistent across all FRWs, but the size of the errors varied with changing FRW descrip-
tors. Highlighting this variation for TA WSS: errors remained approximately constant
with increasing heart rate, increased with increasing pulsatility index, and decreased with
increasing TA flow rate.

To visually compare the pulsatile and steady flow simulations, Figure 4.5 shows
contour plots of the TA, PS, and ED WSS fields and the node-by-node absolute error.
Figure 4.6 shows plots of the WSS magnitude along a line traced on the aneurysm
wall. These plots correspond to the flow simulations with all three FRW descriptors at
baseline. Steady flow simulations locally accurately approximated the TA WSS field on
the aneurysm with a CVRMSE of 6.3% for the terminal case and 5.2% for the lateral
case. Besides an offset in magnitude, the distribution of the PS and ED WSS fields was
mostly similar. However, as the PS WSS field of the terminal case shows most clearly,
relatively large differences in distribution could be found in some regions.
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Figure 4.4: Experiment 1. TA, PS, and ED WSS of the aneurysm as function of three FRW
descriptors.

4.3.2 Experiment 2

Figures 4.7 and 4.8 show contour plots of the TA WSS field and the absolute error of the
TA WSS field, respectively. Colormaps were normalized to place the error in context of
the aneurysm’s WSS. Relatively large local errors were found to coincide with regions of
high WSS, such as the impingement region, and with regions of fluctuating WSS, which
was assessed from animations of the changing WSS field during the cardiac cycle∗.

Table 4.2 shows the relative error inWSS andCVRMSE.More details on the geometric
and hemodynamic characteristics of each aneurysm can be found in Table 4.3. Steady flow
simulations accurately approximated the WSS on the aneurysm with a relative error of
4.3 ± 1.7% (mean ± standard error) and a CVRMSE of 7.1 ± 3.1%. For all cases, WSS
was slightly underestimated. To quantify the dependency of CVRMSE on the geometric
characteristics of the aneurysm, we split the cases three times in two groups of 10: 1. by
aneurysm type, 2. by volume, and 3. by NSI. On average, higher values of CVRMSE were
found for terminal (8.4%) vs. lateral (5.9%) aneurysms, for large (7.9%) vs. small (6.4%)

∗View animation online at http://dx.doi.org/10.6084/m9.figshare.1066898

http://dx.doi.org/10.6084/m9.figshare.1066898
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Figure 4.5:Experiment 1. TA, PS, and EDWSS fields of the pulsatile (row 1) and steady (row 2)
flow simulations, and the absolute error of the WSS field calculated at each node of the surface
mesh (row 3). All three FRW descriptors were at baseline. View points were selected to best
visualize the aneurysm, so images are not necessarily at the same scale. Part of the terminal
case’s parent vessel was clipped to prevent it from obstructing the view of the aneurysm. The
percentages in parentheses indicate the error in space-averaged WSS.
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Figure 4.6: Experiment 1. WSS magnitude along a line traced on the aneurysm wall. All three
FRW descriptors were at baseline. Vertical lines indicate the location of the aneurysm neck.

aneurysms, and for aneurysms with large (8.1%) vs. small (6.2%) NSI. The Wilcoxon
rank-sum test revealed no significant differences (p ≤ 0.05).
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Table 4.2: Experiment 2. Summary of error measurements for all 20 aneurysms and for
aneurysms grouped by type, volume and NSI.

Error in WSSb CVRMSEb

Casesa Mean [%] SE [%] p-value Mean [%] SE [%] p-value
All 4.3 0.4 7.1 0.7

Terminal 4.7 0.6
0.50

8.4 1.2
0.26

Lateral 3.9 0.5 5.9 0.4

Large volume 4.5 0.4
0.55

7.9 1.0
0.20

Small volume 4.1 0.7 6.4 0.9

Large NSI 4.4 0.5
0.82

8.1 1.2
0.33

Small NSI 4.3 0.6 6.2 0.7
a Per category, aneurysms were split in two groups of 10, e.g. ‘Large volume’ and ‘Small volume’
refer to subsets of 10 aneurysms with largest and smallest volume. NSI = nonsphericity index.
b WSS = space-averaged WSS; CVRMSE = coefficient of variation of the root-mean-square error;
SE = standard error; p-values were calculated with the Wilcoxon rank-sum test.

4.3.3 Computational load

All simulations were run on a cluster with 64 processors (Intel Xeon X5355 2.66GHz
Quad Core) distributed over eight nodes, sharing 16GB per node. In experiment 2, steady
flow simulations were created on average 49 times faster than pulsatile flow simulations.
In terms of wall-clock time, pulsatile flow simulations took on average 5 hours (range: 3 to
10 hours) and steady flow simulations took on average 6 minutes (range: 3 to 14 minutes).

4.4 Discussion

4.4.1 Contributions

This study has demonstrated that steady flow simulations can accurately approximate
the TA WSS field of an aneurysm. Errors for the aneurysm’s PS and ED WSS fields
were considered too large, although the WSS distributions were similar. The similarities
between steady and pulsatile flow simulations have been previously reported, but have
never before been quantified for a large population. In summary, the main contributions
of this study are: 1. WSS fields were compared node-by-node and both global and local
errors were quantified, 2. the influence of the FRW imposed at the inlet was assessed
by systematically varying the heart rate, pulsatility index, and TA flow rate, and 3. a
large population of 22 cases was studied, including both terminal and lateral aneurysms,
covering a large range of aneurysm volumes and NSIs.

4.4.2 Data interpretation

Despite the complexity of pulsatile flow in blood vessels and aneurysms, relatively small
errors were found for the TA WSS field. The parent vessel segment’s WSS waveform was
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Table 4.3: Experiment 2. Geometric and hemodynamic characteristics of all 20 aneurysms.

Geometrya WSSb RMSEc

Case Type V [mm3] NSI [-] Pulsatile [Pa] Steady [Pa] ε [%] RMSE [Pa] CVRMSE [%]
1 T 1315 0.23 0.060 0.057 5.2 0.009 14.3
2 T 201 0.24 0.603 0.583 3.3 0.031 5.2
3 T 6 0.03 0.505 0.490 3.0 0.018 3.5
4 T 91 0.27 0.506 0.474 6.2 0.056 11.0
5 T 67 0.21 0.288 0.281 2.2 0.011 3.8

6 T 88 0.24 0.533 0.515 3.4 0.027 5.1
7 T 197 0.30 0.107 0.099 7.2 0.013 12.1
8 T 114 0.17 0.178 0.164 7.5 0.020 11.3
9 T 25 0.15 0.195 0.186 4.5 0.014 7.3
10 T 275 0.23 0.167 0.159 4.8 0.018 10.7

11 L 101 0.16 0.491 0.480 2.2 0.017 3.6
12 L 1122 0.26 0.054 0.052 4.0 0.004 7.4
13 L 175 0.32 1.120 1.081 3.5 0.053 4.7
14 L 106 0.16 0.095 0.089 6.1 0.007 7.8
15 L 72 0.09 6.755 6.683 1.1 0.309 4.6

16 L 12 0.10 2.438 2.316 5.0 0.142 5.8
17 L 288 0.25 2.033 1.953 3.9 0.132 6.5
18 L 147 0.20 0.365 0.351 4.0 0.023 6.2
19 L 163 0.18 0.193 0.183 5.3 0.013 6.5
20 L 674 0.19 0.448 0.429 4.2 0.025 5.6

mean 4.3 7.1
SEd 0.4 0.7

a T = terminal; L = lateral; V = volume; NSI = nonsphericity index.
b WSS = space-averaged WSS; ε = relative error.
c RMSE = root-mean-square error; CVRMSE = coefficient of variation of the RMSE.
d SE = standard error.

shifted in phase ahead of the FRW, and steady flow simulations underestimated PS WSS
and overestimated EDWSS. In contrast, the aneurysm’sWSS waveform lagged behind the
FRW, and steady flow simulations overestimated PS WSS and underestimated ED WSS.
This phase lag can be attributed to the inertia of the blood; it takes time for blood in the
aneurysm to accelerate and decelerate in response to flow rate changes in the parent vessel.
As a result, the PS and EDWSS fell short of reaching theWSS of the corresponding steady
flow simulation.

Interestingly, TA WSS was slightly underestimated for all cases in this study. A
hint to the explanation of this observation was offered by the series of 13 steady flow
simulations of experiment 1. For both cases, we found a quadratic relationship between
the flow rate into the aneurysm, which itself is linearly dependent on the flow rate at the
inlet, and the aneurysm’s WSS (second-order polynomial, coefficient of determination
R2 > 0.999). Although this analysis does not take into account the inertia effects, the
quadratic relationship could explain the consistent underestimation of TA WSS.

The approximation of the TA WSS field was for some aneurysms more accurate
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case 1 (5.2%) case 2 (3.3%) case 3 (3.0%)

case 4 (6.2%) case 5 (2.2%) case 6 (3.4%)

case 7 (7.2%) case 8 (7.5%) case 9 (4.5%)

case 10 (4.8%) case 11 (2.2%) case 12 (4.0%)

case 13 (3.5%) case 14 (6.1%) case 15 (1.1%)

case 16 (5.0%) case 17 (3.9%) case 18 (4.0%)

case 19 (5.3%) case 20 (4.2%)

0 1 2
[WSS]

Figure 4.7: Experiment 2. TA WSS field of the pulsatile (left) and steady (right) flow simula-
tions. Colormaps were normalized by usingWSS derived from the pulsatile flow simulation as
unit. View points were selected to best visualize the aneurysm, so images are not necessarily
at the same scale. The percentages in parentheses indicate the error in space-averaged WSS.
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case 1 (5.2%) case 2 (3.3%) case 3 (3.0%) case 4 (6.2%) case 5 (2.2%)

case 6 (3.4%) case 7 (7.2%) case 8 (7.5%) case 9 (4.5%) case 10 (4.8%)

case 11 (2.2%) case 12 (4.0%) case 13 (3.5%) case 14 (6.1%) case 15 (1.1%)

case 16 (5.0%) case 17 (3.9%) case 18 (4.0%) case 19 (5.3%) case 20 (4.2%)

0.0 0.1 0.2
[WSS]

Figure 4.8: Experiment 2. Absolute error of the TA WSS field calculated at each node of
the surface mesh. Colormaps were normalized by using WSS derived from the pulsatile flow
simulation as unit. View points were selected to best visualize the aneurysm, so images are
not necessarily at the same scale. The percentages in parentheses indicate the error in space-
averaged WSS.

than for others. To gain more insight into when steady flow simulations can provide a
better approximation, we related the error measurements to the aneurysm’s geometry. As
might be expected for this statistically small sample, Wilcoxon rank-sum test revealed no
significant differences for the investigated geometric variables. However, we did observe a
trend toward more accurate approximations for aneurysms that were lateral, small and/or
spherical. Perhaps those aneurysms typically have simpler, more stable flow patterns,
which are likely associatedwith smaller errors, whereas terminal, large and/ormultilobular
aneurysms may have more complex, unstable flow patterns.
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4.4.3 Error in perspective

To put in perspective the 4.3% error we found for TA WSS in experiment 2, we will
compare it with the sensitivity of CFD simulations to two key parameters.

The first parameter is the vascular geometry. Failure to properlymodel the parent vessel
has been reported to significantly influence the aneurysm’s WSS field [28] and even small
differences in the vascular geometry can sometimes cause substantial differences in flow
structure [34]. Applying different levels of smoothing to the vascular model can lead to
18.0% difference in WSS [69] and reconstructing the vascular model from either 3DRA
or computed tomographic angiography (CTA) has been shown to give a mean difference
in TA WSS of 44.2% [71], which is one order of magnitude above the error reported in
this work.

The second parameter is the inflow boundary condition. In experiment 1, the TA flow
rate of the FRW was systematically varied 27% above and below the baseline value. With
respect to the baseline simulations, we found variations in TA WSS of up to 70%, which
confirms results from previous studies by Marzo et al. and Karmonik et al. [102, 129].
Bowker et al. found that even changes within the same patient from rest to exercise
increases the TA WSS from 3 to 34% [21]. In light of these uncertainties, the error with
which steady flow simulations can approximate the TA WSS field is relatively small.

4.4.4 Value of steady flow simulations

As mentioned in the introduction, the majority of studies use pulsatile flow simulations to
investigate the intra-aneurysmal hemodynamics. However, some studies have argued be-
fore that steady flow simulations could already provide useful information about the intra-
aneurysmal hemodynamics, including the hemodynamic effect of stents [11, 91, 107], the
relationship between the WSS and the biological response of the arterial wall [100, 185],
and associations between hemodynamic variables and aneurysm rupture [42].The latter
refers to a study of 210 aneurysms by Cebral et al., the largest on this topic to date, in which
TA hemodynamic variables were compared between groups of ruptured and unruptured
aneurysms. The analysis was repeated five times: twice with pulsatile flow simulations for
different heart rates and three times with steady flow simulations under different inflow
rate conditions. The authors found that associations between hemodynamic variables and
rupture were mostly unaffected by the choice of simulation and concluded that steady flow
simulations could be used to extract some hemodynamic variables related to rupture. Our
findings suggest that also other studies linking WSS to rupture, such as the 119-aneurysm
study by Xiang et al. or the 106-aneurysm study by Miura et al. [137, 209], could be
reproduced using steady flow simulations.

The main motivation to use steady flow simulations is to reduce simulation time. In
our study, it took on average 6 minutes on a cluster of 64 processor to compute the flow
field for one case, nearly 50 times faster than computing the pulsatile equivalent. Even
for a ruptured aneurysm that requires immediate treatment this might be fast enough for
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use during interventional treatment planning [103]. Further speed-ups could be achieved
by allowing higher convergence errors or changing meshing strategy [172]. Please note
that the preparation of the CFD simulations is currently a manual process, which also
requires significant amounts of time. However, efforts are underway to automate image
segmentation [20], branch labeling [19], aneurysm detection [118], and aneurysm neck
delineation [116]. This will further facilitate the introduction of CFD into clinical practice.
An additional advantage of fast simulation times is that it allows for quick sweeping over
input parameters [141], which could help estimate the propagation of uncertainty of, for
instance, in- and outflow conditions.

4.4.5 Additional value of pulsatile flow simulations
Although the use of steady flow simulations is an attractive option to significantly re-
duce simulation times, we must stress that this approach may lead to loss of important
information about the pulsatile flow field in the aneurysm. Previous studies have demon-
strated the additional value of pulsatile flow simulations. For example, high resolution
CFD simulations have revealed high frequency fluctuations in the aneurysm’s flow field
[16, 62, 189], which might be relevant to aneurysm rupture, and associations have been
found between temporal variations of the WSS field and the formation and rupture of
aneurysms [41, 127, 209]. In other words, steady flow simulations can be useful to quickly
evaluate the aneurysm’s flow field, but additional information can be extracted from the
more realistic pulsatile flow simulations.

4.5 Conclusions
Steady flow simulations can accurately approximate the TA WSS field of an aneurysm.
This has been demonstrated for both terminal and lateral aneurysms, covering a large
range of aneurysm volumes and NSIs, and for a systematically varied FRW imposed at the
inlet. In light of the sensitivity of hemodynamic simulations to uncertainties in vascular
geometry and inflow boundary conditions, this approximation error can be considered neg-
ligible when studying associations between the TAWSS field and, for instance, aneurysm
rupture. On a cluster of 64 processors, steady flow simulations were computed on average
within 6 minutes, nearly 50 times faster than computing the pulsatile equivalent. Such fast
computation times could help facilitate the introduction of CFD into clinical practice.
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4.A Appendix: Analytical study of steady and pulsatile flow
in a tube

This appendix considers viscous, incompressible flow of a Newtonian fluid. The Navier-
Stokes equations that govern the motion of this fluid have analytical solutions for fully
developed steady and pulsatile flow in a rigid tube with circular cross section [207].
Although the flow field in tortuous blood vessels and aneurysms is highly complex and can
not be solved analytically, a deeper understanding of steady and pulsatile flow in arteries
can be gained from studying these analytical solutions.

Let Q(t) be a FRW with period T and Qk its discretization in N real data points. The
discrete Fourier transform gives Fourier coefficients Q̂n ≡

1
N

∑N−1
k=0 Qk e−2 π i n k/N , such that

Q(t) ≈
N−1∑
n=0

Q̂n eiωn t (4.4)

where ωn is the angular frequency, given by

ωn =

2 π n/T if n ≤ N /2
−2 π (N − n)/T if n > N /2

For fully developed pulsatile flow in a tube, the velocity profile v(r, t) is a function of
radius r and time t alone [182], namely

v(r, t) =
2Q̂0

π R2

[
1 −

( r
R

)2]
+

N−1∑
n=1

Q̂n

π R2

1 − J0(βn
r
R )

J0(βn)

1 − 2J1(βn)
βnJ0(βn)

 eiωn t (4.5)

where R is the tube’s radius, J0 and J1 are Bessel functions of the first kind, and βn = i3/2 αn

with αn = R
√
ωn ρ/µ . Note that α1 is the Womersley number. The corresponding WSS

τw(t) is given by

τw(t) = −µ

(
∂v
∂r

)
r=R

=
4 µ Q̂0

π R3 −

N−1∑
n=1

µ βn Q̂n

π R3

 J1(βn)
J0(βn)

1 − 2J1(βn)
βnJ0(βn)

 eiωn t (4.6)

The equations describing pulsatile flow in a tube are linear in both velocity and pressure
and can therefore be split in a steady and an oscillatory part [210]. The steady part is
represented by the first term in Eqs. (4.4)-(4.6) and describes a constant forward flow with
TA flow rate Q̂0 and a parabolic velocity profile. The oscillatory is represented by the rest
of the terms and describes the back and forth motion of the fluid, which produces zero net
flow over the cardiac cycle.
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Figure 4.9: Analytical solution of steady and pulsatile flow in a tube. (left) FRW with all three
descriptors at baseline and correspondingWSS waveform. (right) Velocity profiles correspond-
ing to TA, PS, and ED WSS.
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Figure 4.10: Analytical solution of pulsatile and steady flow in a tube. TA, PS, and ED WSS
as function of the three FRW descriptors.

The Womersley number characterizes the pulsatile flow field. For low Womersley
numbers (< 1), the oscillatory part of v(r, t) describes an approximately parabolic velocity
profile and the flow field can be considered quasi-steady. For physiological Womersley
numbers (∼ 3), however, the oscillatory part of v(r, t), and therefore v(r, t) itself, notice-
ably deviates from a parabolic profile. Especially around PS, during which the blood
experiences a relatively large acceleration, inertial forces dominate viscous forces and
the velocity profile is more plug-like. As a result, maximum or PS WSS in pulsatile
flow is higher than the WSS in steady flow under maximum flow rate conditions and,
similarly, minimum or ED WSS in pulsatile flow is lower than the WSS in steady flow
under minimum flow rate conditions. TA WSS in pulsatile flow is equal to the WSS in
steady flow under TA flow rate conditions given that all but the first term in Eqs. (4.4)-
(4.6) vanish when integrated over the cardiac cycle.

To illustrate the difference in WSS between steady and pulsatile flow, we calculated
v(r, t) and τw(t) for a tube with a radius of 2.5mm, which is the typical radius of an ICA
[33], and blood with a density of 1060 kg/m3 and a viscosity of 4mPa s. The effect of
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FRW descriptors on the difference was assessed by fixing two descriptors at baseline and
varying the third from lower to upper value as specified in Table 4.1.

Figure 4.9 shows the FRWwith all three descriptors at baseline and the corresponding
WSS waveform. A phase shift of the WSS waveform ahead of the FRW can be clearly
observed at PS. The figure also shows the pulsatile velocity profiles corresponding to TA,
PS, and EDWSS. They are shown together with parabolic velocity profiles of steady flow
under TA, PS, and ED flow rate conditions.

Figure 4.10 shows the TA, PS, and ED WSS as function of each of the three FRW
descriptors. As mentioned before, TA WSS is equal, PS WSS is lower and ED WSS is
higher in steady than in pulsatile flow. In terms of the relative difference with respect to
the WSS in pulsatile flow: for increasing heart rate, the difference in PS WSS increased
from 29.2 to 37.6% and the difference in ED WSS increased from 10.7 to 17.3%; for
increasing pulsatility index, the difference in PS WSS increased from 27.5 to 38.1% and
the difference in ED WSS increased from 7.3 to 24.4%; and for all TA flow rates, the
difference in PS WSS was constant at 33.9% and the difference in ED WSS was constant
at 14.0%.
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Hemodynamic stress at the aneurysm
initiation site

Abstract — The aim of our study was to analyze the wall shear stress (WSS) field at the aneurysm
initiation site. Ten cases with aneurysms were analyzed and compared with ten controls. All included
aneurysms were from a single location, which was neither a bifurcation apex nor the outer wall of a
vascular bend. Aneurysms were virtually removed from the vascular models of the cases to mimic
the pre-aneurysm geometry. Computational fluid dynamics simulations were created to assess the
magnitude, gradient, multidirectionality, and pulsatility of the WSS. Tests were performed to assess
the sensitivity of the computed WSS field to the observer virtually removing the aneurysm and to
the flow rate imposed at the inlet. To aid the inter-subject comparison of hemodynamic variables,
we mapped the branch surfaces onto a two-dimensional parametric space. This approach made it
possible to view the whole branch at once for qualitative evaluation. It also allowed us to define a
patch for quantitative analysis, which was consistent among subjects and encapsulated all aneurysm
initiation sites. This patch was characterized by high time-averaged WSS magnitude (TAWSS) and
high TAWSS gradients. The aneurysm initiation site partly overlapped with high TAWSS regions
and, among all assessed variables, most consistently coincided with peaks of WSS pulsatility.

Adapted from: Geers AJ, Morales HG, Larrabide I, Butakoff C, Frangi AF. Wall shear stress at the aneurysm initiation site.
[Prepared for submission]
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5.1 Introduction

Cerebral aneurysms are localized, pathological dilatations of cerebral arteries. Their rup-
ture causes subarachnoid hemorrhage and is associated with high rates of morbidity and
mortality [83]. Better understanding of the mechanisms underlying aneurysm initiation is
crucial for the development of new preventive and therapeutic strategies [90].

While systemic risk factors such as hypertension and connective tissue disorders
may weaken the cerebral arteries’ ability to maintain homeostasis, hemodynamic stresses
appear to be necessary triggers for the pathological remodeling leading to aneurysm
formation [53, 64, 133, 143, 148, 162, 173, 186]. In vivo measurements of these stresses
are limited by the low spatial and temporal resolution of current imaging techniques [128]
and the rarity of imaging a patient prior to aneurysm formation. Instead, computational
fluid dynamics (CFD) techniques have been employed to simulate the hemodynamics in
vascular geometries with the aneurysm virtually removed to approximate the pre-aneurysm
condition [15, 29, 46, 60, 110, 117, 127, 169, 171] and in vascular geometries derived from
rare pre-aneurysm images [52, 109, 110, 113]. CFD simulations have also been used to
complement histological analyses of aneurysm formation in animal models [134, 135].

Hemodynamic studies have strongly focused on wall shear stress (WSS), which is a
key regulator of vascular biology and pathology [53]. In line with the observation that
aneurysms predominantly occur at high WSS regions such as bifurcation apices or outer
walls of vascular bends [2, 3, 108, 151], many studies have found correlations between
the aneurysm initiation site and high WSS [29, 46, 171], especially in combination with
high positive WSS gradients (WSSG) [109, 110, 113, 134, 135]. Other studies have found
correlations with low WSS [52, 127], WSS patterns involving both high and low WSS
[15, 117], or indices describing the oscillatory nature of the WSS andWSSG [46, 60, 127,
169]. These apparent inconsistencies among CFD-based studies can be attributed to the
small datasets, variety of aneurysm locations, and subjectivity of data analyses, as pointed
out by Chen et al. [46], but also to missing patient-specific information about boundary
conditions and properties of the arterial wall.

The aim of our study was to analyze the WSS field at the aneurysm initiation site.
All included aneurysms were from a single location, which was neither a bifurcation apex
nor the outer wall of a vascular bend. Vascular geometries with the aneurysm removed
were matched by controls that never formed an aneurysm at that particular location, but
elsewhere. To standardize the data analysis and simplify the comparison of cases, branches
of interest were mapped onto the same parametric space. Tests were performed to measure
the sensitivity of the computedWSS field to the observer virtually removing the aneurysm
and to the flow rate imposed at the inlet.
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case 1 case 2 case 3 case 4 case 5

case 6 case 7 case 8 case 9 case 10

case 1 case 2 case 3 case 4 case 5

case 6 case 7 case 8 case 9 case 10

control 1 control 2 control 3 control 4 control 5

control 6 control 7 control 8 control 9 control 10

Figure 5.1: Vascular models of cases with aneurysm (top), cases with the aneurysm virtually
removed (middle), and controls (bottom). The ACA is colored red. View points were selected
to best visualize the vascular model, so images are not necessarily at the same scale.

5.2 Methods

5.2.1 Case selection

Twenty patients, ten cases and ten controls, were drawn from a large multicenter database
created within the EU project @neurIST [198]. The cases were all the patients in the
database with an aneurysm on the A1 segment of the anterior cerebral artery (ACA-A1).
They were selected because of their remarkable consistency in aneurysm location: all
aneurysms were just distal to the internal carotid artery (ICA) bifurcation with nine cases
directed posteriorly and one case directed anteriorly (case 10). Moreover, the location was
neither a bifurcation apex nor the outer wall of a vascular bend, which – attributed to being
highWSS regions – are themost common aneurysm locations [2, 3, 108, 151]. The controls
were patients with an aneurysm at the middle cerebral artery (MCA) bifurcation, hence



60 5. Hemodynamic stress at the aneurysm initiation site

A

0 10

- 0
circumferential [rad]

0

2

4

6

8

lo
n
g

it
u
d

in
a
l 
[m

m
]

bifurcation normal

parallel transported
normals

C

B

longitudinal [mm]

b
if
u
rc

a
ti

o
n
 p

la
n
e

ACAMCA

ICA

0

circumferential [rad]

length along centerline

Euclidean distance
between endpoints

ICA-MCA angle ICA-ACA angle

cross sections
1 and 2 MISR
from bifurcation

centerline split in branches surface mesh split in branches

aneurysm neck

bifurcation origin

ICA bifurcation

patch

fl
o
w

 d
ir

e
ct

io
n+

−

posant supinf ant

Figure 5.2: Post-processing steps. A. Bifurcation sections were created one and two maxi-
mally inscribed sphere radii (MISR) away from the bifurcation to obtain representative cross
sectional areas for the ICA, ACA and MCA. Bifurcation vectors projected onto the bifurcation
plane (see panel C) were used to calculate the bifurcation angles. The tortuosity was defined
by Eq. (5.7) using the branch length along the centerline and the Euclidean distance between
its endpoints. B. Centerlines from inlet to ACA outlet and inlet to MCA outlet diverged at
the ICA bifurcation and were split into branches. Correspondingly, the vessel wall surface
was also split into branches. C. The posteriorly directed normal to the bifurcation plane was
parallel transported along the centerline. The ACA was mapped onto a 2D parametric space
with a longitudinal and a circumferential coordinate. To view the distribution of hemodynamic
variables on the whole branch at once, it was flattened onto a rectangle. Plots of the flattened
branch indicate the location of the aneurysm neck and the patch. They also indicate the location
of the posterior (pos), anterior (ant), superior (sup) and inferior (inf) sides of the branch. The
plot range of the circumferential coordinate was slightly extended to show the continuity of the
variable distribution. Duplicated regions were grayed out.

predisposed to having aneurysms, that did not form an aneurysm at the same location as
the cases. They were selected to match cases by patient age (within 2 years) and aneurysm
hemisphere (left or right). No other information was considered during the selection
process.

5.2.2 Vascular modeling

Patient-specific vascular models, represented by triangular surface meshes, were con-
structed by segmenting three-dimensional rotational angiography (3DRA) images using
a geodesic active regions approach [20]. The ophthalmic artery, anterior choroidal artery
and posterior communicating artery branching off the ICA were preserved if successfully
segmented. Touching vessels were removed. Models were smoothed using a geometry-
preserving smoothing algorithm [142]. To ensure consistency in the extent of the vascular
models, inlet and outlet branches were clipped at the same location for all cases and
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controls. Inlet branches were clipped at a manually selected location at the start of the
cavernous segment of the ICA and then extruded 10mm to allow for flow to develop.
Outlet branches were automatically clipped 10mm from their proximal bifurcation; those
shorter than 10mm were first extruded. The ACA had to be extruded only for control 6.
Figure 5.1 shows the vascular models of all cases and controls.

Aneurysms were virtually removed from the vascular models of the cases to mimic the
pre-aneurysm geometry (Figure 5.1). Triangle removal and hole filling operations were
iteratively applied to reconstruct the ACA without aneurysm. Subsequently, the vascular
model was smoothed and inlet and outlet branches were clipped as described in the
previous paragraph. To assess the sensitivity of the computed WSS field to this manual
procedure, two observers independently removed the aneurysm for all cases.

The automatic selection of outlet locations made use of centerlines and bifurcation
origins generated with the Vascular Modeling Toolkit (VMTK) [5, 152]. Manual mesh
editing operations were performed in @neuFuse (B3C, Bologna, Italy) [198], a software
application developed within @neurIST.

5.2.3 Blood flow modeling

Unstructured volumetric meshes were created with ICEM CFD 13.0 (ANSYS, Canons-
burg, PA, USA) using an octree approach. Meshes were composed of tetrahedral elements
with a side length of 0.2mm and three prism layers with a total height of 0.07mm and a
side length of 0.1mm. The total number of elements ranged from 2.3 to 6.7 million, the
density from 3124 to 4076 elements per mm3, depending on the surface-area-to-volume
ratio of the computational domain. This mesh resolution was chosen following previously
performed mesh dependency tests [70].

CFD simulations were createdwith CFX 13.0 (ANSYS), which is a commercial vertex-
centered finite volume solver. We used a second-order advection scheme and a second-
order backward Euler transient scheme. Solutions converged until the normalized residual
of the WSS everywhere in the computational domain was < 5 × 10−4.

Bloodwasmodeled as an incompressibleNewtonian fluidwith density ρ = 1060 kg/m3

and viscosity µ = 4mPa s. Although blood is a non-Newtonian fluid, assuming constant
viscosity is appropriate for our problem [139]. Vessel walls were assumed rigid with a
no-slip boundary condition. A parabolic velocity profile was imposed at the inlet. Since
patient-specific flow information was unavailable, we estimated the flow rate waveform at
the inlet and imposed zero-pressure boundary conditions at all outlets. The shape of the
flow rate waveform was obtained from Ford et al. who averaged the waveform shapes of
17 young, normal volunteers [59]. The time-averaged flow rate, Q, was obtained using the
relationship from Cebral et al.: Q = 48.21 A1.84 T−1 where Q is in ml/s, A is the inlet’s
cross-sectional area in cm2, and T is the period of the cardiac cycle in s. This relationship
was obtained by fitting a power-law function through measurements of Q and A of the
ICAs and vertebral arteries of 11 normal volunteers [33]. Reynolds numbers at the inlets
ranged from 62 to 441 with an average of 152.
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To assess the sensitivity of the computed WSS field to boundary conditions, we
repeated the simulations for all cases and controls with a 20% higher flow rate at the inlet.
The cardiac cycle was discretized in 200 uniformly distributed time steps and, to reduce the
effect of initial transients, the second of two simulated cardiac cycles was analyzed. These
settings were chosen following previously performed time step and cycle dependency tests
[70].

A total of 50 CFD simulations were created: 10 cases and 10 controls under ‘normal’
inflow conditions, 10 cases and 10 controls under ‘high’ inflow conditions, and 10 cases
under ‘normal’ inflow conditions with the aneurysm removed by the second observer.

5.2.4 Hemodynamic variables
As mentioned in the Introduction (Section 5.1), different aspects of the WSS field are
deemed relevant to the initiation of aneurysms. Specifically, we assessed the magnitude,
gradient, multidirectionality, and pulsatility of theWSS, according to the definitions below.

Given WSS vector τw = τw (x, t) at surface point x and time t, the time-averaged WSS
magnitude (TAWSS) is defined as

TAWSS =
1
T

∫ T

0
|τw | dt (5.1)

where T is the period of the cardiac cycle.
For use in the definition of other WSS-related variables, we defined unit vectors in the

direction of and perpendicular to the time-averaged WSS vector, respectively p̂ and q̂, as

p̂ =

∫ T
0 τw dt∣∣∣∣∫ T
0 τw dt

∣∣∣∣ , q̂ = p̂ × n̂ (5.2)

where n̂ is the surface normal.
For the gradient of TAWSS (TAWSSG), we used the definition proposed by Meng and

colleagues [53, 185], which differentiates between positive and negative gradients with
respect to p̂, namely,

TAWSSG = ∇S (TAWSS) · p̂ (5.3)

where ∇S is the gradient on the vessel wall surface.
Throughout the cardiac cycle, the WSS vector may change direction and not remain

parallel to p̂. The changing WSS direction is associated with the concept of ‘disturbed’
flow. To quantify the multidirectionality of disturbed flow, we used the transverse WSS
(transWSS), which was recently proposed by Peiffer et al. in the context of atherosclerosis
[146]. The transWSS is defined as the time-averaged absolute value of the q-component
of the WSS vector, that is,

transWSS =
1
T

∫ T

0
|τw · q̂| dt (5.4)
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We quantified the temporal variation of the WSS magnitude during the cardiac cycle
by calculating the WSS pulsatility index (WSSPI) [73], given by

WSSPI =
max
t∈[0,T ]

τw − min
t∈[0,T ]

τw

TAWSS
(5.5)

As WSS magnitudes may vary substantially between CFD simulations using either
patient-specific or estimated boundary conditions, caution is advised when interpreting
them [92, 102, 129, 131]. Instead, we chose to focus on the WSS distribution by normal-
izing TAWSS by the space-averaged TAWSS on the branch (TAWSSB). For aneurysms,
normalized WSS distributions have been shown to remain relatively unchanged across
different physiological boundary conditions [129]. TAWSSG and transWSSwere similarly
normalized by TAWSSB. Unless stated otherwise, results in this chapter refer to the
normalized TAWSS, TAWSSG and transWSS.

5.2.5 Geometric variables

Vascular geometry has a major impact on hemodynamics [71]. To complement the hemo-
dynamic analysis in our study, we characterized the vascular geometry using the framework
presented by Piccinelli et al. [152], which is available as part of VMTK. We will briefly
outline the procedure. Some of the processing steps are illustrated in Figure 5.2. For more
details, refer to [152].

Two centerlines were created: one from the inlet to the MCA outlet and another from
the inlet to the ACA outlet. At the ICA bifurcation, the two centerlines diverged into their
respective branches and the corresponding bifurcation origin and plane were identified.
The normal to the bifurcation plane was set to point posteriorly. Centerlines were split into
branches corresponding to the ICA, MCA and ACA.

For each branch, a representative cross sectional area A was defined as the mean
surface area of two cross sections. These two sections were created one and twomaximally
inscribed sphere radii away from the bifurcation. The bifurcation’s area ratio [88] was
given by

area ratio =
AACA + AMCA

AICA
(5.6)

Vectors pointing in the direction of the branches were created and then projected onto
the bifurcation plane. The in-plane ICA-ACA and ICA-MCA angles were calculated.

To quantify the tortuosity of the ACA, we used the definition

tortuosity =
L
D
− 1 (5.7)

where L is the length along the centerline and D is the Euclidean distance between its
endpoints.
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5.2.6 Branch extraction and parametrization

To aid the inter-subject comparison of hemodynamic variables on the surface of the
ACA, we used the approach proposed by Antiga et al. [6], which is also available as
part of VMTK. Briefly, the vessel wall surface was split into branches corresponding to
the previously split centerlines (Figure 5.2). As branches are topologically equivalent to
cylinders, the ACA could be mapped onto a two-dimensional (2D) parametric space with
a longitudinal coordinate, u, and a periodic circumferential coordinate, v. Coordinate u
ranged from 0 to 10mm, increasing in the direction of the flow. Coordinate v ranged from
−π to π rad. The position of v = 0 was determined by the bifurcation normal parallel
transported along the centerline and v > 0 was set to correspond to the superior side of the
ACA.

5.2.7 Data visualization

Contour plots were created to visualize the distribution of hemodynamic variables on the
surface of the ACA. Using the 2D parametrization, the branch surface was flattened onto
a rectangle such that u and v corresponded to the vertical and horizontal axes of the plots,
respectively (Figure 5.2). This approach made it possible to view the whole branch at
once and more easily compare between subjects. Because the circumferential coordinate
is periodic, we slightly extended the plot to range from −4 to 4 rad, thus maintaining the
visual continuity of the variable distributions. To indicate the location of the aneurysm
neck, we calculated the distance from the surface with aneurysm to the surface without
aneurysm and plotted a contour line at 0.1mm. The region enclosed by the aneurysm neck
will be referred to as ‘aneurysm initiation site’.

5.2.8 Statistical analysis

In this study, we assessed the sensitivity of the computed WSS field to the observer
virtually removing the aneurysm and to the flow rate imposed at the inlet. Differences
between solutions were quantified by calculating the root-mean-square deviation (RMSD)
between TAWSS fields, after linearly interpolating them onto a uniformly remeshed branch
surface with a nominal node spacing of 0.05mm. Solutions of observer 2 were projected
onto the remeshed branch surface of observer 1. Since normalized TAWSS fields were
considered, for which TAWSSB = 1, the RMSD was equal to the coefficient of variation
of the RMSD (CVRMSD). CVRMSD will be expressed as a percentage.

Space-averaged values of variables were calculated for quantitative analysis. Besides
analyzing the whole branch, we defined a ‘patch’ that encapsulated all aneurysm initiation
sites. This patch was bound by u ∈ [0, 5] and v ∈ [−π/2 , π/2], see Figure 5.2. For case
10, with the aneurysm directed anteriorly, and its matching control, the patch was defined
at the opposite side of the branch, bound by u ∈ [0, 5] and v ∈ [−π, −π/2) ∪ (π/2 , π].
Variables were averaged over the branch, patch and non-patch (branch minus patch).
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Table 5.1: Statistical analysis of geometric variables.

Mean and standard error
Variable Unit Cases Controls p-valuea

ICA-ACA angle [◦] 77.8 ± 2.7 77.8 ± 3.1 .880
ICA-MCA angle [◦] 40.3 ± 2.5 39.4 ± 3.0 .940
ICA cross sectional area [mm2] 10.7 ± 0.8 9.5 ± 1.0 .364
ACA cross sectional area [mm2] 5.2 ± 0.6 3.8 ± 0.3 .059
MCA cross sectional area [mm2] 6.0 ± 0.3 5.1 ± 0.3 .049
ICA bifurcation area ratio [-] 1.05 ± 0.05 0.98 ± 0.05 .545
ACA tortuosity [-] 0.12 ± 0.03 0.06 ± 0.01 .059

a p-values were calculated with the Wilcoxon rank-sum test; values highlighted in bold face
correspond to statistically significant differences with p < 0.05.

Table 5.2: Statistical analysis of hemodynamic variables.

Mean and standard error of space-averaged variable values
Cases Controls p-valueb

Variable Unit Patch Non-patch Branch Patch Non-patch Branch I II III IV
TAWSS [TAWSSB] 1.18±0.05 0.94±0.02 1.00±0.00 1.01±0.05 1.00±0.02 1.00±0.00 .022 .959 .034 1.00
TAWSSGa [TAWSSB/mm] 0.53±0.05 0.34±0.02 0.39±0.02 0.35±0.03 0.26±0.02 0.28±0.02 .017 .013 .010 .003
transWSS [10−3 TAWSSB] 42.7±3.9 26.1±3.0 30.4±2.7 31.4±3.2 21.4±1.1 23.7±1.3 .007 .005 .059 .028
WSSPI [-] 1.52±0.03 1.38±0.03 1.41±0.03 1.45±0.02 1.27±0.02 1.32±0.02 .005 .005 .082 .003

a TAWSSG differentiates between positive and negative gradients, so we space-averaged the absolute TAWSSG.
b p-values were calculated with the Wilcoxon rank-sum test; the following samples were compared: I. patch vs. non-patch for
the cases (paired), II. patch vs. non-patch for the controls (paired), III. patches of the cases vs. patches of the controls (unpaired),
and IV. branches of the cases vs. branches of the controls (unpaired); values highlighted in bold face correspond to statistically
significant differences with p < 0.05.

To test the significance of the differences between regions and between cases and
controls, we used the Wilcoxon signed-rank test for paired samples and the Wilcoxon
rank-sum test for unpaired samples. Differences were considered statistically significant
for p < 0.05. The following samples were compared: I. patch vs. non-patch for the cases
(paired), II. patch vs. non-patch for the controls (paired), III. patches of the cases vs.
patches of the controls (unpaired), and IV. branches of the cases vs. branches of the controls
(unpaired).

The Wilcoxon rank-sum test was also used to compare geometric variables between
cases and controls. Again, differenceswere considered statistically significant for p < 0.05.

5.3 Results

5.3.1 Geometry

As mentioned in Section 5.2.1, we found a remarkable consistency in location among
the ACA aneurysms in the @neurIST database. This observation was confirmed by the
consistent location of the aneurysm initiation sites in the contour plots, see Figure 5.3.
For cases 1 to 9, the circumferential coordinate of the center of the initiation site was on
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case 1 case 2 case 3 case 4 case 5

case 6 case 7 case 8 case 9 case 10

control 1 control 2 control 3 control 4 control 5

control 6 control 7 control 8 control 9 control 10
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Figure 5.3: Time-averaged WSS (TAWSS) under ‘normal’ inflow conditions. The same col-
ormap range was used for all cases and controls. Plot properties are explained in Figure 5.2C.

average 2◦ (range: −24 to 13◦). For case 10, it was 119◦. In other words, most aneurysms
were approximately aligned with the transported bifurcation normal.

Table 5.1 reports on the statistical analysis of geometric variables. Bifurcation angles
were very similar among cases and controls. Cross sectional areas of branches tended
to be larger for cases, but only for the MCA branch these differences were statistically
significant. Area ratios were not significantly different. The tortuosity of ACAs showed a
non-significant trend of being larger for cases than for controls.

5.3.2 Hemodynamics

Figure 5.3 shows for all cases and controls the non-normalized TAWSS on the ACA. There
were large variations in space-averaged TAWSS with values ranging from 1.0 to 11.2 Pa
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case 1 case 2 case 3 case 4 case 5

case 6 case 7 case 8 case 9 case 10

control 1 control 2 control 3 control 4 control 5

control 6 control 7 control 8 control 9 control 10
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Figure 5.4: Time-averaged WSS (TAWSS) under ‘normal’ inflow conditions. Colormaps were
normalized by using TAWSSB as unit. Plot properties are explained in Figure 5.2C.

(mean: 3.5Pa; standard deviation: 2.2 Pa). Figure 5.4 shows the normalized TAWSS,
highlighting the distribution rather than the magnitude. Overall, cases appeared to have
a larger spatial variation of TAWSS, covering a wider range of TAWSS values. Close to
the apex of the bifurcation and on the superior side of the ACA (see Figure 5.2), TAWSS
was relatively high for cases. However, some controls showed similar patterns, e.g. control
3 and control 5, whereas some cases, e.g. case 6, did not. Aneurysm initiation sites partly
overlapped with regions of high TAWSS, yet tended to be near the edge of them. Statistical
analysis (see Table 5.2) revealed no significant differences between the patch and the rest
of the branch (non-patch) for controls, but did show significant differences between those
regions for cases. Also, patches of cases experienced significantly higher TAWSS than
those of controls. By definition, normalization removed differences in TAWSS between
branches.
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case 1 case 2 case 3 case 4 case 5

case 6 case 7 case 8 case 9 case 10

control 1 control 2 control 3 control 4 control 5

control 6 control 7 control 8 control 9 control 10
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Figure 5.5: Gradient of the time-averaged WSS (TAWSSG) under ‘normal’ inflow conditions.
Colormaps were normalized by using TAWSSB/mm as unit. Plot properties are explained in
Figure 5.2C.

Figure 5.5 shows the distribution of TAWSSG. Cases’ larger spatial variation of
TAWSS was reflected by higher positive and negative gradients. Correspondingly, the
absolute value of TAWSSG was significantly higher, both for the whole branch and for
the patch. Although magnitudes varied, distributions were found to be similar for cases
and controls: patches experienced significantly higher absolute TAWSSG than the rest of
the branch. However, there was no clear correlation between either positive or negative
gradients and the aneurysm initiation site.

Figure 5.6 shows the distribution of transWSS. Concentrated regions of high transWSS
could be observed, suggesting that flow disturbances remained in the same location
throughout the cardiac cycle. As expected, WSS vectors changed direction more strongly
closer to the ICA bifurcation. For both cases and controls, patches had significantly higher



5.3 Results 69
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Figure 5.6: Transverse WSS (transWSS) under ‘normal’ inflow conditions. Colormaps were
normalized by using TAWSSB as unit. Plot properties are explained in Figure 5.2C.

transWSS than non-patches. On average, transWSS was higher for cases than controls, but
only for the whole branch these differences were significant. No clear correlations were
found between regions of high transWSS and the aneurysm initiation site.

Animations of the WSS field during the cardiac cycle showed that, although the WSS
magnitude obviously changed over time, the distribution remained relatively unchanged∗.
This means that, at each point on the branch, the WSS magnitude over time resembled
the shape of a typical flow rate waveform, which motivated our choice to describe its
temporal variation with the pulsatility index. Figure 5.7 shows the distribution of WSSPI.
Similar patterns could be observed among cases and controls. Near the bifurcation, regions
of relatively high WSSPI were located on the posterior and anterior side of the ACA
and regions of relatively low WSSPI were located on the superior and inferior side (see
∗View animations online at http://dx.doi.org/10.6084/m9.figshare.1153934

http://dx.doi.org/10.6084/m9.figshare.1153934


70 5. Hemodynamic stress at the aneurysm initiation site
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Figure 5.7:WSS pulsatility index under ‘normal’ inflow conditions. The same colormap range
was used for all cases and controls. Plot properties are explained in Figure 5.2C.

Figure 5.2). Further downstream, WSSPI was also relatively low. As a result, we found
significant differences between patches and non-patches. The main difference between
cases and controls was thatWSSPI was on average higher for cases, a significant difference
for branches but not for patches. Judging from the contour plots, however, we did observe
a clear correlation between WSSPI peaks and the aneurysm initiation site. Additional
statistical analysis confirmed this observation by revealing that WSSPI was significantly
higher for just the aneurysm than for the whole patch (1.61 vs. 1.52, p = 0.007), which
was not true for any of the other variables. Among the assessed hemodynamic variables,
WSSPI most consistently correlated with the aneurysm initiation site.

No pattern was found explaining the deviating aneurysm orientation of case 10. Re-
moving the case and its matching control from analysis did not alter our findings.
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Figure 5.8: Comparison of TAWSS distributions between observers removing the aneurysm
and between ‘normal’ and ‘high‘ flow rates at the inlet. Displayed are three cases or controls
representating minimum, closest-to-mean and maximum CVRMSD. Colormaps were normal-
ized by using TAWSSB as unit. Plot properties are explained in Figure 5.2C.

5.3.3 Sensitivity analysis

Figure 5.8 shows the differences in TAWSS distribution between the observers manually
removing the aneurysm and between ‘normal’ and ‘high‘ flow rates at the inlet. For each
comparison, we chose three representative cases or controls, corresponding to minimum,
closest-to-mean and maximum CVRMSD. Good agreement was found between observers
and, although increasing the flow rate by 20% increased the average TAWSS by 28%,
the TAWSS distribution remained relatively unchanged. CVRMSD between observers was
6.17 ± 0.07%(mean±standard error), range: 3.57 to 8.05%.CVRMSDbetween flow rates
was 3.96 ± 0.04%, range: 2.73 to 5.21%. Reported findings were found to be insensitive
to changes in both input parameters.

5.4 Discussion

5.4.1 Contributions

In summary, the main contributions of this study are: 1. the dataset was drawn from a
multicenter database and was composed of cases with aneurysms at a single location,
which was not in a known region of high WSS, and a matching set of controls, 2.
objective comparison of variable distributions was made possible by automatic extraction
and parametrization of the branch, 3. to our knowledge, this is the first study to evaluate the



72 5. Hemodynamic stress at the aneurysm initiation site

transWSS and WSSPI in the context of aneurysm initiation, and 4. tests were performed
to assess the sensitivity of the computed WSS field to the observer virtually removing the
aneurysm and to the flow rate imposed at the inlet.

5.4.2 Aneurysm location

The majority of aneurysms are found at the apex of bifurcations or the outer wall of
vascular bends, which has long established the importance of hemodynamic stresses in
the initiation of cerebral aneurysms [63, 72, 105, 108, 173]. At the bifurcation apex,
blood flow impinges the wall and rapidly accelerates and decelerates as it diverts into
the branches. The associated WSS is low at the impingement region and high further
downstream, with, along the branch, first high positive and then high negative gradients
[53]. By complementing animal studies with CFD simulations, Meng and colleagues
have gathered evidence indicating that the combination of high WSS and positive WSSG
triggers the pathological remodeling leading to aneurysm formation [53, 134, 135]. Other
CFD studies, using pre-aneurysm images, have corroborated this finding [109, 110, 113].
With respect to the rest of the branch and the controls, we also found aneurysms to form in
regions of relatively high WSS and WSSG. However, although regions of positive WSSG
were found close to the bifurcation apex, aneurysms were located further downstream in
regions of mixed positive and negative WSSG.

Aneurysms also occur at locations with lesser-known hemodynamic conditions. Study-
ing these locations can provide great insight into the hemodynamic mechanisms underly-
ing aneurysm initiation. For instance, finding high WSS and WSSG in regions that are
not commonly dominated by those WSS characteristics, which can be confirmed with
controls, would provide stronger evidence in support of their role in aneurysm initiation.
Recently, Lauric et al. reported on a study of 10 aneurysms located at the inner wall of
the carotid siphon and 25 control ICAs [117]. The location was of particular interest as
little was known about the hemodynamic conditions, except that the WSS was expected to
be low. They found that aneurysms had formed in regions of low WSS flanked by peaks
of high WSS and WSSG; WSS peaks correlated with the aneurysm necks; and controls
were characterized by low, almost constant, WSS and WSSG. Similarly, in our study,
comparingACAs harboring aneurysms to ACAs that never formed an aneurysm allowed us
to differentiate between hemodynamic stress patterns common to ACAs and those specific
to aneurysm formation.

5.4.3 Temporal variation of WSS direction

Apart from their magnitudes, research has also focused on the oscillatory nature of the
WSS andWSSG vectors. Themost commonly used variable in this regard is the oscillatory
shear index (OSI), which was introduced in the context of atherosclerosis [111] but later
also used to study aneurysm initiation [109, 169, 171] and rupture [137, 209]. Two
other variables were introduced specifically to study aneurysm initiation: the (potential)
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aneurysm formation indicator (AFI) [127] and the gradient oscillatory number (GON)
[169].

Variable definitions and contour plots for OSI, AFI and GON are included in the
Appendix (Section 5.A). In accordance with previous studies, we found strong correlations
between these variables, implying that they capture the same flow features [121, 146]:
AFI correlated with OSI, GON correlated with absolute TAWSSG. The distribution of
GON was very noisy, which can probably largely be attributed to it being the temporal
variation of the second-order derivative of the velocity [46]. No clear correlations were
found between the variable distributions and the aneurysm initiation site.

Peiffer et al. recently proposed the transWSS and showed that it captures differ-
ent flow features than OSI [146]. Preliminary results indicated strong correlations with
atherosclerotic lesion. Other than OSI and AFI, which give more weight to flow reversal,
transWSS focuses solely on the multidirectional (vs. uniaxial) nature of disturbed flow.
Given these unique properties, we considered it an interesting new variable to assess in
the context of aneurysm initiation. However, although cases had on average significantly
higher transWSS values, there were no clear correlations with the aneurysm initiation site.

5.4.4 Temporal variation of WSS magnitude

Among the assessed hemodynamic variables, WSSPI most consistently coincided with the
aneurysm initiation site. The variable was introduced as a simple metric to quantify the
temporal variation of the WSS magnitude without using noise-prone temporal gradients
[121]. Besides the spatial variation of the WSS magnitude, related to the WSSG, and the
temporal variation of the WSS direction, our results suggest that the temporal variation
of the WSS magnitude is also an important factor to consider when investigating the role
of hemodynamic stress in aneurysm initiation. This is in line with the observation that
endothelial cells respond differently to temporal vs. spatial variations in WSS [202, 203]
and to different types of pulsatile flow [77, 79].

5.4.5 Limitations and future directions

Aneurysms were virtually removed to approximate the pre-aneurysm vascular geometry.
This approach has two main limitations. First, manual removal of aneurysms is observer-
dependent. We addressed this by repeating the analysis with a second observer and found
good agreement (Figure 5.8). Other studies employed automatic removal methods [46,
60, 169], but these preserve less of the vascular geometry and still rely on manually set
parameters. Second, aneurysm removal does not account for possible changes in parent
vessel geometry due to interaction with the perianeurysmal environment during aneurysm
growth [168]. Since ICA bifurcations are not near bone structures, substantial changes
were unlikely to have occurred. However, prospective studies are needed for confirmation.

Discrepancies between estimated and patient-specific flow rate waveforms at the inlet
have been shown to strongly affect the WSS magnitude [92, 102, 129, 131], but not
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the WSS distribution [129]. Therefore, we focused on the distribution by normalizing
appropriate variables by the average WSS on the branch. We also repeated the analysis
with a 20% higher inflow rate to confirm that the WSS distribution remained relatively
unchanged. The influence of the waveform shape on the WSSPI should be investigated.
Regarding the outlets, despite the simplification of zero-pressure boundary conditions, the
resulting ACA:MCA flow split of 34:66 closely matched the in vivo measurements (36:64)
reported in [212]. Although much can be learned from WSS distributions, we wish to
stress that CFD studies scrutinizing the role of hemodynamics in aneurysm initiation and
rupture would greatly benefit from patient-specific boundary conditions. Ideally, a range
of possible boundary conditions, covering all the patient’s levels of exercise, should be
considered to obtain a complete picture of the shear stresses exerted on the arterial wall.

Pathogenesis of cerebral aneurysms involves the interplay betweenmechanical stimuli,
vascular biology, and vascular geometry [133]. Therefore, aneurysm initiation is likely
caused by a combination of biochemical and biomechanical factors [162]. Although
hemodynamic stresses appear to be important, their effect on the vascular biology, i.e. the
mechanobiology, should also be modeled to gain a deeper understanding of the underlying
mechanisms [85, 200, 201]. Moreover, among hemodynamic stresses, not only the WSS
but also pressure-induced tensile stresses are known regulators of vascular biology and
should be analyzed [133].

5.5 Conclusions
The aim of this study was to analyze the WSS field at the aneurysm initiation site. Ten
cases with aneurysms at a single location were analyzed and compared with ten controls.
We found that the general region in which aneurysms had formed was characterized by
high TAWSS and high TAWSSG. The aneurysm initiation site partly overlapped with high
TAWSS regions and, among all assessed variables, most consistently coincided with peaks
of WSSPI.

5.6 Online data
To promote the future use of the dataset, surface meshes of all cases (with and without
aneurysm) and controls have been made available on Figshare∗.

∗Access data online at http://dx.doi.org/10.6084/m9.figshare.1159108

http://dx.doi.org/10.6084/m9.figshare.1159108
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5.A Appendix: Additional hemodynamic variables
This appendix presents the results for three additional hemodynamic variables that de-
scribe the oscillatory nature of the WSS and WSSG.

The oscillatory shear index (OSI) was introduced by Ku et al. [111] and later redefined
by He and Ku [76]. It describes the oscillatory nature of the WSS vector, τw, during the
cardiac cycle and has been used extensively in the context of atherosclerosis [147] and
aneurysm initiation [109, 169, 171]. It is given by

OSI =
1
2

1 −
∣∣∣∣∫ T

0 τw dt
∣∣∣∣∫ T

0 |τw | dt

 , OSI ∈ [0,
1
2

] (5.8)

t is time and T is the cardiac period.
The (potential) aneurysm formation indicator (AFI) was proposed by Mantha et al.

[127] to identify flow stagnation zones, which in their study of three sidewall aneurysms
coincided with the aneurysm initiation site. It measures the cosine of angle θ between the
instantaneous WSS vector and the time-averaged WSS vector, that is,

AFI = cos θ =
τw

|τw |
· p̂, AFI ∈ [−1, 1] (5.9)

AFI was obtained at time point H1 of Ford et al.’s flow rate waveform [59], corresponding
to midsystolic deceleration during which flow is least stable [68, p. 137].

The gradient oscillatory number (GON) was proposed by Shimogonya et al. [169] to
quantify the degree of oscillating tension/compression forces at the aneurysm initiation
site. It is given by

GON = 1 −

∣∣∣∣∫ T
0 G dt

∣∣∣∣∫ T
0 |G| dt

, GON ∈ [0, 1] (5.10)

where

G =
∇S (τw · p̂) · p̂
∇S (τw · q̂) · q̂

 (5.11)

Contour plots of the three variables are in Figures 5.9 (OSI), 5.10 (AFI), and 5.11
(GON).We found strong correlations betweenOSI andAFI. GONpatterns were very noisy
and correlated strongly with low absolute TAWSSG. None of the variables correlated with
the aneurysm location.
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Figure 5.9: Oscillatory shear index (OSI). Plot properties are explained in Figure 5.2C.
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Figure 5.10: Aneurysm formation indicator (AFI). Plot properties are explained in Fig-
ure 5.2C.



78 5. Hemodynamic stress at the aneurysm initiation site
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Figure 5.11: Gradient oscillatory number (GON). Plot properties are explained in Fig-
ure 5.2C.
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