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Abstract—Rupture of intracranial saccular aneurysms is the most common cause of spontaneous subarachnoid hemorrhage, which has significant morbidity and mortality. Although there is still controversy regarding the decision on which unruptured aneurysms should be treated, this is based primarily on their size. Nonetheless, many large lesions do not rupture whereas some small ones do. It is commonly accepted that hemodynamical factors are important to better understand the natural history of cerebral aneurysms. However, it might not always be practical to carry out a detailed computer fluid dynamics analysis of such factors if a prompt assessment is required. Since shape is likely to be dependent on the balance between hemodynamic forces and the aneurysmal surrounding environment, an appropriate morphological 3-D characterization is likely to provide a practical surrogate to quickly evaluate the risk of rupture. In this paper, an efficient and novel methodology for 3-D shape characterization of cerebral aneurysms is described. The aneurysms are isolated by taking into account a portion of their adjacent vessels. Two methods to characterize the morphology of the aneurysms models using moment invariants have been considered: geometrical moment invariants (GMI) and Zernike moment invariants (ZMI). The results have been validated in a database containing 53 patients with a total of 31 ruptured aneurysms and 24 unruptured aneurysms. It has been found that ZMI indices are more robust than GMI, and seem to provide a reliable way to discriminate between ruptured and unruptured aneurysms. Correct rupture prediction rates of about 80% were achieved in contrast to 66% that is found when the aspect ratio index is considered.

Index Terms—Intracranial aneurysms, morphological characterization, 3-D Zernike moments.

I. INTRODUCTION

INTRACRANIAL aneurysms are pathological enlargements of brain arteries that are most commonly located at the Circle of Willis [1]. Due to the increasing use of modern imaging techniques, unruptured intracranial aneurysms (UIA) are detected more frequently than in the past. However, the natural history of UIA is still poorly understood. The reasons for genesis, growth, and rupture of saccular aneurysms are not clear [2], and the management of patients with UIA remains controversial [3], [4]. Subarachnoid hemorrhage (SAH) due to the rupture of an intracranial aneurysm is a devastating event associated with high rates of mortality (40%–50%) and morbidity [5]–[7]. The International Study of Unruptured Intracranial Aneurysms (ISUIA) Study Group undertook an epidemiological project in 1991, in order to gain a better understanding of the natural history of UIA and the risks associated with their surgical or endovascular repair [8], [9]. The objective of the ISUIA trial is to help in defining the optimal management of patients with UIA. It was concluded that size and location might play an important role in predicting rupture risk, especially in patients who have not had SAH previously. Low rupture rates (about 0.1% per year) were found in such cases for UIAs for diameters less than 7 mm. Although surgical or endovascular treatment of UIA may prevent SAH, both have also procedure-related risks. Thus, it is necessary to establish the risk–benefit ratio for these patients. Unfortunately, this is not always clear [9]. In fact, it has been argued whether there exists a critical threshold or, on the contrary, it is possible to derive a continuous risk score based on size information [3].

Hemodynamical factors, such as wall shear stress, pressure, residence time, and flow impingement, are thought to play a role in the pathogenesis of aneurysms and thrombosis [5], [10]. Measuring hemodynamic quantities in vivo is, however, difficult and involves significant patient risk. To tackle this problem, various modeling approaches have been considered in the past for characterizing and measuring hemodynamic quantities [11]. The main obstacle for applying computational methods to large numbers of patient-specific aneurysm geometries is the computational power required to perform the calculations in a timely manner. Typically, the segmentation and semi-automatic model preprocessing takes at least several hours, and the computational cost for full 3-D computational fluid dynamics (CFD) in current computers is of the order of one day. Thus, although CFD is important for a better understanding of the natural history of cerebral aneurysms, it might not always be practical to carry out such an analysis if a prompt assessment of whether a patient is at risk or not is needed. On the other hand, shape is likely both, to have major influence on the fluid dynamics and to be dependent, to some extent, on the balance between hemodynamic forces and the surrounding environment. Thus, it can be concluded that these methods provide complementary information. An appropriate morphological 3-D characterization may, however, provide a practical surrogate to quickly evaluate the risk...
of rupture before fully resource demanding 3-D CFD analysis is performed. For the methodology presented here, the semi-automatic model preprocessing is lighter than for CFD, since shorter pieces of the adjacent vessels are needed, and the computational cost for obtaining the shape descriptors considered in this paper is around half an hour.

Nowadays, the shape index most commonly used to predict rupture is the largest diameter of the aneurysm. Nevertheless, this parameter alone does not suffice to explain the natural history of aneurysms leading to rupture [2], [9], [12], [13]. Cerebral saccular aneurysms show a substantial amount of variation in both shape and size, and reliable morphological indices for aneurysmal rupture have not been elucidated. Therefore, a more comprehensive quantitative description is necessary. Fortunately, with the current advances in medical imaging, it is now feasible to obtain 3-D reconstructions of cerebral aneurysms from computed tomography angiography (CTA), 3-D rotational angiography (3DRA), and magnetic resonance angiography (MRA). This offers the opportunity to analyze the anatomy of the aneurysm in all its complexity. However, to date there has been little work on detailed geometrical characterization of brain aneurysms and its connection to rupture risk [4], [14]–[16]. In 1999, Ujiie et al. [14], proposed the aspect ratio (aneurysm depth/neck width) as an indicator of rupture risk. The aspect ratio has been successfully used to single out small aneurysms with an associated high rupture risk. Despite being useful in some cases, it has been pointed out that the aspect ratio does not provide accurate predictions in general [17]–[19]. Ma et al. [15] recently proposed some parameters to characterize the 3-D aneurysm geometry. In a posterior work [16], the usefulness of these parameters to predict the rupture risk was studied. Although the results were promising, significant user interaction was required for the definition of such indices. Finally, Rohde et al. [4] analyzed the shape of 46 ruptured and 45 unruptured intracranial aneurysms for which 3DRA images were available. To that moment, qualitative assessments about the existence of surface irregularities had been considered for predicting rupture risk. The objective of this work was to introduce quantitative morphometric measures capable of encapsulating such shape irregularities. The first few coefficients of the 2D Fourier analysis from the manually delineated contours of the aneurysms were compared between the ruptured and unruptured sets. Such contours were defined on the projection plane showing the best relationship between aneurysm neck and parent vessel while preserving the maximal extension of the aneurysmal sac. This is similar to the working projection used for endovascular coiling. Although statistically significant differences were found for some of the coefficients, showing that morphological aspects may play a significant role in rupture risk assessment, the main drawbacks of this method are, on one hand, the highly subjective selection of the working projection plane, and more importantly, the fact that the analysis is limited to 2D contours rather than exploiting the full potential of the 3-D information.

It is thus necessary to investigate methods for characterizing complex 3-D shapes in an automatic fashion. To this end, moment theory has been considered in this work. Recently, geometric moment invariants have been utilized in medical image analysis for studying brain morphometry [20]. In the present work, only indices invariant to similarity transformations (translation, scaling and rotation) are considered, i.e., geometric moment invariants (GMI) and Zernike moment invariants (ZMI). Both types of shape indices can be computed employing the classic geometric moments. Our proposed method computes the geometric moments by using the Divergence Theorem, thus allowing the calculation of shape indices of volumetric objects from their surface, which is represented by a nonstructured mesh of triangles.

The aim of this work is to provide a methodology to geometrically characterize 3-D shapes of cerebral saccular aneurysms using moment based descriptors. In Section II, a brief introduction to moment theory is presented, including a short description of both GMI and ZMI. A description of the data used in this study and several implementation issues are discussed in Section III. This is followed by an assessment of the robustness of the proposed methods in Section IV. This section also includes a series of experiments investigating the predictive value of the moment invariants regarding rupture events. Finally, Section V presents the conclusions and a detailed discussion of all the relevant issues addressed in this work.

II. MOMENT THEORY

The aim of this section is to provide a brief introduction to 3-D moment theory in the context of shape analysis.

A. General Theory

The use of moments in the context of shape analysis is described in [21]. Moments are defined as

\[ m_i = \langle f, \psi_i \rangle = \int_{\Omega} f(x) \cdot \psi_i(x) \, dx \quad (1) \]

where \( f \) is a square integrable object function, i.e., \( f \in L^2 \). Thus, the moments are projections onto a basis of functions \( \Psi = \{ \psi_i \} (i \in \mathbb{N}) \) over the domain \( \Omega \).

Two desirable properties of the basis of functions \( \Psi \) are completeness and orthonormality. They imply the capability to reconstruct the original object (see Fig. 1) from the moments \( m_i \). The object is more accurately approximated by increasing the order \( K \) of moments until convergence to the original object is achieved at infinity.
In addition, a desirable property of a shape descriptor, based on moments or not, is the invariance under similarity transformations. Moments are not invariant in general, but some invariants can be derived from them.

### B. 3-D Geometric Moment Invariants

Geometric moments have been previously utilized in medical image processing [20], [22] to construct invariants to similarity transformations, which can be used for automatic recognition of pathological deformations. Geometric moments are the basis for the computation of different kinds of moments, in particular Zernike moments. It is, therefore, necessary to ensure an accurate and efficient computation of the geometric moments. In this work, both volume-based moments and surface-based moments are considered.

**Volume-Based Moments:** The 3-D geometric moments of order $K$ of a function $f(\mathbf{x})$ are defined in terms of the Riemann integral as [23]

$$m_{K} = \int_{\Omega} f(\mathbf{x}) x_{1}^{p} x_{2}^{q} x_{3}^{r} d\mathbf{x}$$  \hspace{1cm} (2)$$

where $0 \leq p + q + r \leq K$, $0 \leq K < \infty$, and $\mathbf{x} \in \Omega \subseteq \mathbb{R}^{3}$ denotes a vector $\mathbf{x} = (x, y, z)^{T}$. It is assumed that $f(\mathbf{x})$ is a piecewise continuous functions that can have nonzero values only in a finite region of $\mathbb{R}^{3}$, thus ensuring that moments of all order exist.

Geometric moments are generally calculated by using the object volume, and such calculations have an associated $O(N^3)$ complexity. In 1997, Yang et al. [24] proposed a very fast algorithm that works over a structured mesh of squares in order to obtain geometric moments by using the Divergence Theorem. Unfortunately, this approach had a limiting voxel precision. In order to avoid this fact, in this work, geometric moments are computed via the divergence theorem in a nonstructured mesh of triangles (see Appendix A).

Scale invariance can be achieved by isometric scaling of the central moments [24]–[26]. The central moments are translation invariant, and are defined as

$$M_{K} = \int_{\Omega} f(\mathbf{x})(x-x_{0})^{p}(y-y_{0})^{q}(z-z_{0})^{r} d\mathbf{x}$$  \hspace{1cm} (3)$$

where $(x_{0}, y_{0}, z_{0})$ is a spatial point appropriately selected (e.g., the centroid or center of mass (CM) of the density function $f(\mathbf{x})$, or the bifurcation point (BP) of the object medial axis).

The central moments can be expressed in terms of the original moments, (2), by the formula [24], [25]

$$M_{K} = \sum_{s=0}^{p} \sum_{t=0}^{q} \sum_{u=0}^{r} (-1)^{k} \binom{p}{s} \binom{q}{t} \binom{r}{u} x_{0}^{s} y_{0}^{t} z_{0}^{u} \binom{m-p-s-q-t-u}{m}$$  \hspace{1cm} (4)$$

where $k = s + t + u$, and $\binom{m}{n} = (m!/(n!(m-n)!))$ is the binomial coefficient.

Then, the scale-invariant central moments are obtained as

$$\mu_{K} = \frac{M_{K}}{(M_{000})^{\gamma}}, \quad \gamma = \frac{p + q + r}{3} + 1. \hspace{1cm} (5)$$

In contrast to translation and scale invariance, the computation of moments invariant to rotation is a time-consuming task. Here only the main steps of their calculation are outlined. The first systematic approach to the derivation of 3-D moment invariants to rotation was published in 1989 by Lo and Don [23]. They derived rotational invariants of order 2 and 3 by using group theory and tensor calculus. Rotation invariants stem from the finest possible decomposition leading to irreducible representations [27]. If a rotation is applied to a centered object, its moments of order $K$ are transformed into linear combinations of the same order. Consequently, an object $f(\mathbf{x})$ can be decomposed as a direct sum of orthogonal subspaces, $\mathcal{E}_{\ell}$, each of which is globally invariant to rotation. If a vector belongs to $\mathcal{E}_{\ell}$, its image resulting from any rotation will also belong to $\mathcal{E}_{\ell}$. The basis corresponding to this decomposition is that of harmonic polynomials $y_{\ell}^{m}(\mathbf{x})$. The harmonic polynomials $y_{\ell}^{m}(\mathbf{x})$ are defined as

$$y_{\ell}^{m}(\mathbf{x}) = \ell! Y_{\ell}^{m}(\mathbf{\xi})$$  \hspace{1cm} (6)$$

where $l \leq K$, $-l \leq m \leq l$, and $Y_{\ell}^{m}(\mathbf{\xi})$ are the spherical harmonics. Then, in the basis of spherical harmonics, the rotational operator becomes irreducible and corresponds to a block-diagonal matrix. In the new basis, the geometric moments are transformed into complex moments $\mu_{\ell}^{m}$, where $m$ is a tensor index, and rotation invariants can be derived from tensor contraction [23], [27], [28].

Rotation invariants are inferred from all the possible applications of the tensor product to $\mu_{\ell}^{m}, \mu_{\ell}^{m}, \mu_{\ell+1}^{m}, \mu_{\ell}^{m}$, and $\mu_{\ell-1}^{m}$ yielding scalars which are the 3-D moment invariants. Therefore, the geometric moment invariants are homogeneous polynomials of scale-invariant moments. Because of symmetries, the tensor contraction leads to only 12 invariants, denoted by $\theta_{\alpha}^{\beta}$, where $\alpha$ is the order of the moments and $\beta$ is the orthogonal subspace index (i.e., index of the $\mathcal{E}_{\ell}$). Finally, the GMI are reduced [28], [29] through normalization, and hence, each reduced moment invariant becomes

$$\theta_{\alpha}^{\beta} = \frac{|\theta_{\alpha}^{\beta}|}{|\theta_{\alpha}^{\beta}|^{1/d}} \hspace{1cm} (7)$$

where $d$ is the polynomial degree of the invariant.

**Surface-Based Moments:** GMI are defined from surface geometric moments in a straightforward manner, by following the same steps that in the volume-based GMI. While for volume-based moments the density function representing the object has support in the interior, being set to 0 in the exterior of the object, for surface-based moments the density function has support only on the surface, being 0 in both the interior and the exterior. It can be defined as

$$f(\mathbf{x}) = g(\mathbf{x} \otimes \mathbf{\alpha})$$  \hspace{1cm} (8)$$
where \( g(x) \) is a piecewise continuous and bounded function defined on the object surface, and \( \delta(x - x_0) \) is the Dirac delta function. Therefore, surface geometric moments are calculated as

\[
m^S_{p q} = \int_{\partial \Omega} g(x) x^p y^q z^r \, d\sigma.
\]

Translation invariance could be obtained by using (3) or (4), to achieve scale invariance. However, for surface moments, (5) must be modified such that the parameter \( \gamma = ((p+q+r)/2)+1 \). Finally, rotation invariant surface GM are obtained by applying the same methodology presented for volume-based GMI [23], [28], [29], see (6) and (7).

C. 3-D Zernike Moment Invariants

Zernike moments were selected because they have demonstrated a good performance with regard to noise resilience, information redundancy and reconstruction capability [30], [31]. Zernike moments are defined from the Zernike polynomials, which in 3-D are defined as

\[
Z^m_{nl}(x) = R_{nl}(r)Y^m_l(\xi)
\]

where \( Y^m_l(\xi) \) are the spherical harmonics of \( l \)th degree orthonormal on the surface of the unit sphere with \( l \leq n \), while \( m \) ranges from \(-l\) to \( l \), and \( n-l \) is an even, nonnegative integer. \( R_{nl}(r) \) is a real factor depending on the radius \( r \) so that \( Z^m_{nl}(x) \) become a set of polynomials orthonormal within the unit sphere.

The 3-D Zernike moments \( \Omega^m_{nl} \) of an object defined by \( f(x) \) are

\[
\Omega^m_{nl} = \langle f(x), Z^m_{nl}(x) \rangle = \frac{3}{4\pi} \int_{|x|\leq 1} f(x) Z^m_{nl}(x) \, dx.
\]

It is important to notice that the 3-D Zernike moments \( \Omega^m_{nl} \) are not invariant under rotations. This means that if the same aneurysm model is represented in a rotated reference frame, the Zernike moments computed from the transformed model, \( \Omega^m_{nl}' \), will have different values, \( \Omega^m_{nl}' \neq \Omega^m_{nl} \). In order to achieve the desirable invariance with respect to the reference orientation, the approach followed in [21] is applied. The moments are collected into \((2l+1)\)-dimensional vectors \( \Omega_{nl} = (\Omega^0_{nl}, \Omega^1_{nl}, \ldots, \Omega^{2l}_{nl})^T \) and the rotationally invariant 3-D Zernike descriptors \( F_{nl} \) are obtained as the norms of the vectors \( \Omega_{nl} \)

\[
F_{nl} = ||\Omega_{nl}||,
\]

Translational invariance is achieved by shifting the \((x_0, y_0, z_0)\) point in (3) into the origin. Scale invariance can be achieved by scaling the object in such a way that some geometric parameter characterizing its extension is fixed to some value. For the computation of the Zernike moments it is necessary that the object is circumscribed within the unit sphere. Thus, the most simple selection would be to fix the radius from the center to the farthest point object to a unitary length, \( R = 1 \). This provides the best resolution power for characterizing the shape by ZMI. However, this simple scaling is too sensitive to the determination of the vessels cut plane and the center position. To avoid this problem, Novotni and Klein introduced in [33] a better normalization by fixing the object spread to \( 1/2 \). No fixed value for the spread can mathematically guaranty that any shape will fit inside the unit sphere. But a value can be chosen experimentally, for which it is likely that any object of the expected shape range will fit inside the unit sphere. For the scaling of the isolated aneurysms, we have used this spread-based normalization method. The maximum spread value for which all the objects of the dataset has radius \( R \leq 1 \) was computed and the scaling spread value was chosen to be 0.99 of such maximum. This is a convenient selection for our data set to illustrate the potential of the described methodology. Nonetheless, in order to implement it in a larger training set for rupture risk estimation of previously unseen test aneurysms, an appropriate margin should be decided in terms of the expected spreads, thus guaranteeing that virtually (say with a 99.9% probability) any new aneurysm will fit inside the unit sphere. The possible exclusion of some aneurysms is highly compensated by the gaining in robustness against cut-plane selection and segmentation method. Moreover, the excluded aneurysms would indeed have an extremely elongated shape, which, according to current clinical practices, would make them a very probable candidate to be treated.

It can be shown [21], [32] that Zernike moments \( \Omega^m_{nl} \) can be written as a linear combination of geometric moments of up to order \( n \)

\[
\Omega^m_{nl} = \frac{3}{4\pi} \sum_{r+s+t \leq n} \chi^m_{rlm} M_{rst},
\]

where \( M_{rst} \) denotes the geometrical central moment of the object normalized to fit in the unit ball, and \( \chi^m_{rlm} \) are complex coefficients.

Since the functions \( Z^m_{nl} \) form a complete orthonormal system, it is possible to approximate the original function \( f \) by a finite number of 3-D Zernike moments \( \Omega^m_{nl} \)

\[
\hat{f}(x) = \sum_{n=0}^{K} \sum_{l=0}^{n} \sum_{m=-l}^{l} \Omega^m_{nl} Z^m_{nl}(x).
\]

Here, the sum is performed over \( n \in [0, K], l \in [0, n] \) such that \( n-l \) is an even number and \( m \in [-l, l] \). The reconstruction can be used to verify how much of the original object information is included in a set of 3-D Zernike moments up to a given order \( n = K \) (see Fig. 1). This can be intuitively understood by considering that the spherical harmonics (SH) can be interpreted as a Fourier basis on the sphere, i.e., this part of the basis functions measures the angular frequencies of the object. By further considering the product with the radial polynomials, it can be shown that the Zernike moments can be written as a linear combination of radial functions and spherical harmonics.
be seen that different moments measure different frequencies of the object in the radial direction.

**Surface-Based Zernike Moment Invariants:** The computation of surface-based ZMI is completely analogous to volume-based ZMI. It is only necessary to compute central moments, (4), by using the surface-based geometric moments from (9), and to change the factor $3/(4\pi)$ by the factor $1/(3\pi)$ in (11) and (13).

Geometric and Zernike moments have been presented for a general volume-based, $f(\mathbf{x})$, or surface-based, $g(\mathbf{x})$, density function. However, for the methodology presented here, only homogeneous density functions will be considered: $f(\mathbf{x}) = 1$ or $g(\mathbf{x}) = 1$ on the corresponding support. This means giving the same weight to all parts of the object. Thus, for instance, the two types of geometric moments will be

$$m_{\text{gpr}}^N = \int_{\Omega} x^n y^m z^o \, d\mathbf{x} \quad \text{and} \quad m_{\text{gpr}}^S = \int_{\partial\Omega} x^n y^m z^o \, d\sigma$$

where $\Omega$ denotes the interior of the object and $\partial\Omega$ its surface.

### III. MATERIALS AND METHODS

#### A. Data Description

The clinical data sets consist of 12 brain aneurysms derived from CTA imaging studies and 51 aneurysms obtained from 3DRA imaging studies corresponding to 53 patients. Most aneurysms appear at the Circle of Willis, more specifically, in the following locations: anterior communicant (ACoA), posterior communicant (PCoA), middle cerebral (MCA), internal carotid (ICA), superior cerebellar (SCA), vertebral (VA), and basilar arteries. Table I shows the distribution of the cases according to their location, and the mean values of the maximum dome size derived from manual measurements on the images along with their associated standard deviations.

Additionally, patient information indicating which aneurysms presented SAH before the scan was done was also available (Table II). It should be pointed out that, since aneurysm shape is inherently related to hemodynamic forces and the surrounding environment, and the objective of both surgical procedures (i.e., clipping) and endovascular treatments (i.e., coils or stents) is to alter the blood flow, those aneurysms which have already undergone any of these treatments have not been considered in this study. Furthermore, it is also common to classify the aneurysms according to their location with respect to the parent artery: lateral, bifurcation, terminal, and fusiform aneurysms [34]. This classification conveys more information regarding the flow and will be used in this study. Fusiform aneurysms were not considered either since their pathogenesis is clearly different from that of saccular aneurysms.

Image acquisition in the CTA data base was performed by using an Helical Elscint CT Twin scanner (Marconi; Haifa, Israel) with 120 kV/300 mA for the amplifier tube, 1.2-mm collimation with an helical pitch of 1 and slice spacing of 0.65 mm. Images were reconstructed on a 512 x 512 matrix with a square field-of-view (FOV) of 20.8 cm yielding an in-plane resolution of 0.4 mm.

The 3DRA catheter angiograms were performed by standard transfemoral catheterizations of the cerebral vessels and digital subtraction imaging done on a Philips Integris Biplane Unit (Philips Medical Systems, Best, The Netherlands). Rotational angiograms were performed using a 6-s constant injection of contrast agent and a 180° rotation with imaging at 15 frames per second over 8 s for acquisition of 120 images. Data from these images were transferred to the Philips Integris Workstation and reconstructed into 3-D voxel data using the standard proprietary software. The image data consist of 128 x 128 x 128 voxels, with 16 bits per voxel, and a FOV of 54.04 mm, thus leading to a voxel size of 0.42 mm.

The typical sizes of arteries are 5 mm for ICA and 3 mm for MCA, and the average of the aneurysms size in our data set is around 8 mm (see Table I). Thus, the spatial resolution of these imaging systems enables a good characterization of the geometry of the aneurysms. However, some sensitivity of the shape descriptors to the segmentation accuracy is not discardable a priori. In order to determine, to some extent, the importance of this sensitivity, an experiment comparing the different models obtained from two segmentation methods has been conducted. It is furthermore expected that with the advent of new technological advances, an improvement in spatial resolution will follow and more subtle variations will therefore be detected.

#### B. Segmentation Methods

Moment invariants are calculated by using the triangular mesh derived from the segmented models of the aneurysms. Two alternative approaches were used for the segmentation depending on the image modality. For the 3DRA images, a deformable surface model method [35], [36] was applied. The optimized parameters were set as described in [35]. For the CTA images, a region-based implicit deformable surface method was employed. The selection of optimal parameters was done as described in [37]. A 3-D model of the aneurysm...
was reconstructed from the segmentation results by using the marching cubes algorithm with a grid resolution between 0.1 and 0.2 mm. The reconstructed surface was then smoothed by using a non-shrinking algorithm [38], and the triangulation was optimized by using edge collapsing and diagonal swapping [39]. The anatomical aneurysm model was then used as a support surface to generate a uniform triangular mesh surface [40], varying from 50,000 to 120,000 elements.

C. Isolation of Aneurysm Models

The aneurysmal models were defined by cutting the parent vessels at a distance of approximately one diameter of the corresponding vessel from the aneurysm neck (see Fig. 2). Such a criterion was empirically selected with the objective of including information about the parent vessels for better characterizing flow dependent effects, while not changing considerably the overall shape of the models. As illustrated in Fig. 3, the consideration of a portion of the parent vessels makes it possible to distinguish different models with identical aneurysmal dome. By using the ordinary method to characterize their shape, all of the models would have the same morphological characteristics, while their rupture risk is arguably different.

Furthermore, in order to obtain translation invariance, it is necessary to select a point of the model for centering all the models in a common way. Both the bifurcation point and the center of mass of the aneurysm models have been selected for such purpose and their results are compared.

D. Skeleton Extraction

After isolating the models, it is necessary to normalize such models for computing the global shape features. This normalization is obtained by applying the Euclidean pose transformations: translation, scaling, and rotation. To obtain translation invariance, most approaches translate the CM of the object into the origin. As mentioned earlier, another way to achieve translation invariance is to use the bifurcation point of the medial axis. To this end, it is necessary to obtain the skeleton of the 3-D model. A complete description of the skeletonization algorithm can be found in [41]. This algorithm utilizes an average outward flux measure to distinguish skeletal points from nonskeletal ones and combines this measure with a topology preserving thinning procedure. The approach is fully automatic and requires no user interaction. It is virtually parameter free and has low computational complexity.

Fig. 4 shows the medial curves for several cases from our database obtained by using this skeletonization algorithm.

E. Morphological Characterization Pipeline

In this section, a complete and efficient image-based methodology for the morphological analysis of cerebral aneurysms on a patient-specific basis is presented. Although the individual components of the modeling pipeline may not be entirely original, this methodology allows for the first time the modeling of a large number of aneurysms in a timely manner. The key component of this pipeline is the set of new shape descriptors proposed, which capture the full 3-D geometry of the aneurysms.

The characterization pipeline is summarized in Fig. 5. Starting with the medical image acquisition, segmentation is performed in order to obtain the numerical models. Then, the skeleton is extracted for isolating and normalizing such models. Finally, global shape invariants are calculated.

IV. RESULTS

Two experiments were conducted to assess the influence of different processing steps in the computation of the aneurysmal moment-based shape descriptors. In particular, the factors studied include the use of different segmentation methods for obtaining the aneurysmal geometry (i.e., deformable model versus implicit deformable surface), and the influence of the selection of different cut planes for isolating aneurysms while preserving information about the adjacent vessels.
Finally, the value of the proposed shape indices as reliable rupture risk descriptors is assessed on a database of 55 aneurysms.

A. Segmentation Methods

To assess the influence of the segmentation method on the calculation of the moment invariants, a study over a population of 22 aneurysm models, segmented with two alternative methods, has been performed. As already mentioned in Section III, the first segmentation method is based on deformable models [35], [36], whereas the second method considers region-based implicit deformable surfaces [37]. Fig. 6 shows some examples of 3-D isolated aneurysm models obtained by using each of these methods.

It should be noted that the purpose of this experiment is not to compare the performance of the segmentation methods, but rather to establish the robustness of the shape descriptors when different segmentation methods are considered. These methods have been properly and independently optimized exclusively from the segmentation performance point of view, as given in [35] and [37]. However, it is beyond the scope of this paper to explore such segmentation procedures and develop any further improvements to them.

It is worth noting that the GMI provide 12 shape features for each isolated model, whereas the ZMI provide 121 when moments up to order 20 are used [21]. Only 20 orders have been used because this represents a good compromise between computational time and accuracy in the shape description (see Fig. 1).

The isolated models obtained from each segmentation method were aligned, and a nearest-neighbor classifier was used. In these experiments, the Euclidean distance has been used as the metric for the classifier. A ranked list of neighbors was obtained for each model. The results of the segmentation experiments, for both the GMI and the ZMI, are summarized in Table III. The column labeled as order describes the ranking as nearest-neighbor that the same model segmented with the other method obtains.

It is worth noting that in those cases where the first ranked model was not the same model, the segmentation method did, in fact, provide substantially different results. This was especially critical around the aneurysmal neck where subtle variations are thought to play a significant role in the progression and eventual rupture of the aneurysms. Hence, the sensitivity of the shape descriptors to shape variations in this region is indeed a desirable property, although this leads to the problem of improving the segmentation methods or the image resolution, which is out of the scope of this paper.

It is clear from the results that ZMI perform better than GMI descriptors. This can be easily interpreted since GMI are only able to capture lower spatial frequencies up to order 3. In addition, surface-based moments consistently show better results than volume-based moments. Analogously, the cases where the bifurcation point has been used to achieve translational invariance show consistently poorer results than the cases using the center of mass. Although a priori, the bifurcation points might seem more robust, especially when different cut planes are selected, our results indicate that this may not always be the case. In particular, the sensitivity of the skeletons to the variations in the segmented models seem larger from these results. Therefore, although not completely conclusive by themselves, these results suggest that surface-based ZMI centered by the center of

<table>
<thead>
<tr>
<th>Order</th>
<th>GMI</th>
<th>ZMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Surface</td>
<td>Volume</td>
</tr>
<tr>
<td></td>
<td>CM</td>
<td>BP</td>
</tr>
<tr>
<td>1</td>
<td>55% (12)</td>
<td>36% (8)</td>
</tr>
<tr>
<td>2</td>
<td>9% (2)</td>
<td>14% (3)</td>
</tr>
<tr>
<td>3</td>
<td>0% (0)</td>
<td>5% (1)</td>
</tr>
</tbody>
</table>
mass are the most robust against the use of different segmentation methods.

B. Sensitivity to Cut-Planes Definition

In this section, the sensitivity to cut-plane selection during aneurysm isolation has been investigated in three aneurysms. An example of each of the lateral, terminal, and bifurcation aneurysms has been selected for this purpose.

For each case, three different cut-planes at each one of the adjacent vessels were performed. This led to different aneurysm models with their corresponding adjacent vessels. The selection of the different cut-planes is illustrated in Fig. 7 and provides $3 \times 3 = 9$ models for the lateral case, and $3 \times 3 \times 3 = 27$ models for the both bifurcation and terminal types.

In order to assess the robustness of the moment invariants, two different analyses were performed. The first one is related to the dispersion from a mean model as consequence of the cut-plane selection. In the second one, the variability related to cut-plane selection. In the second one, the variability related to cutplane definition is related to the classification performance.

1) Dispersion: The results of this experiment have been analyzed by using the relative error between the shape indices from the perturbed aneurysm models and the mean model for each aneurysm type. The relative error has been chosen in order to normalize the GMI and ZMI values, and therefore to enable their comparison. Then, for each aneurysm type the relative error of the $i$th component for the $j$th perturbed model ($e_{i,j}$) is computed as

$$e_{i,j} = \frac{x_{i,j} - \bar{x}_i}{\bar{x}_i}$$  \hspace{1cm} (15)

where $\bar{x}_i$ is the $i$th mean component of the feature vector obtained from averaging over all models, and $x_{i,j}$ is the $i$th shape index derived from the $j$th perturbed aneurysm model; $i = 1, \ldots, D$ and $j = 1, \ldots, n$, where $D$ is the feature space dimension and $n$ is the number of perturbed models for each aneurysm type.

A principal component analysis (PCA) has been performed to reduce the dimensionality of the data. It has been found that a few components, typically between 3 and 5, accounted for 99% of the variance in the original feature space. Such dimensionality reduction has been applied to all moment invariant types.

The standard error of the mean (SEM) of each component has been considered to quantify the dispersion in each aneurysm type. Such value has been averaged over all the perturbed models for each component. Then, the different components have also been averaged to provide a single measure indicating the variability for a particular type of moments. The results for the relative error derived from the three models are presented in Table IV. Several statistical parameters have been used in order to better characterize the distribution of errors. As can be seen, ZMI perform better in a large majority of the cases. Only in a few cases, highlighted in bold, GMI would provide better results. However, the effect of the centering methods in the computation does not show significant differences in the SEM results.

2) Classification: In this second analysis, we are interested in evaluating the classification performance related to the variability in cut-plane selection. The classification problem in this case answers the question: for each of the aneurysms in the dataset, is there any other aneurysm that is closer than any of the models of the same aneurysm?

In order to answer this question, a nearest neighbor classifier has been used. On the contrary that in the experiment for the segmentation method sensitivity, in this case we have at least nine perturbed models for each aneurysm. Thus it has been feasible the use of the Mahalanobis distance as similarity measurement.

The population covariance matrix has been estimated from the pooled sample covariance matrix, which in the case of $g$ groups or classes, $\pi_i$, is defined as

$$S_p = \frac{1}{N-g} \sum_{i=1}^{g} (N_i - 1) S_i$$  \hspace{1cm} (16)

where $N = N_1 + N_2 + \cdots + N_g$ are the samples sizes for each group $\pi_i$, and $S_i$ is the sample group covariance matrix. In our case $\pi = \{\pi_{\text{Lateral}}, \pi_{\text{Bifurcation}}, \pi_{\text{Terminal}}\}$.

The calculus of the Mahalanobis distance for each aneurysm type is as follows. To avoid singular covariance matrices, PCA has been applied to reduce the dimensionality of the feature...
space. The number of components kept was such that they accounted for 99% of the variance in the original dataset. Then, the pooled covariance matrix and the complete data-set were projected onto the reduced feature space. In this projected space, the Mahalanobis distance between the origin (average model) and both, the perturbed models of the same aneurysm and the other aneurysms, were computed. Table V shows the number of wrongly classified cases, that is, the cases that belonging to the data-set are closer to the average model than any of the perturbed models. It is clear from these results that GMI are not sufficiently robust to account for these variations, whereas ZMI are robust. Both centering methods, CM and BP present similar performances.

<table>
<thead>
<tr>
<th>Type</th>
<th>GMI</th>
<th>ZMI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Surface</td>
<td>Volume</td>
</tr>
<tr>
<td>CM</td>
<td>65% (35)</td>
<td>35% (19)</td>
</tr>
<tr>
<td>BP</td>
<td>56% (28)</td>
<td>6% (9)</td>
</tr>
<tr>
<td>T</td>
<td>0% (0)</td>
<td>0% (0)</td>
</tr>
</tbody>
</table>

C. Rupture Risk Prediction

As has been evidenced in the previous subsections that ZMI are more robust than GMI. In order to assess the value of such invariants as features which, by encapsulating morphological information, may predict the risk of rupture, three types of discriminant analysis (DA)—linear discriminant analysis (LDA), Mahalanobis discriminant analysis (MDA), and quadratic discriminant analysis (QDA)—were performed. To this end, the 55 available aneurysms were divided in two groups, namely, those presenting SAH (ruptured) and those without SAH (unruptured).

It is a well-established fact, that all of the commonly used classifiers can suffer from the “curse of dimensionality.” However, an exact relationship between the probability of misclassification, the number of training samples, the number of features, and the true parameters of the class-conditional densities is very difficult to establish. As a general guideline, Jain and Chandrasekaran [42] have suggested that the training samples per class should be at least five to ten times the dimension of the feature space $D$. In our small sample (total 55 training patterns), the optimal number of features is about 11 which equals $n_f/5$ ($n_f = 55$), where $n_f$ is the number of training patterns. The rule-of-thumb of having less than 10 features is on the safe side in our case.

In order to reduce the dimensionality of the feature space, PCA was performed keeping 99% of the population variance.

Fig. 8. Classification rate obtained by LDA, MDA, and QDA displayed as a function of the number of features selected by SFS on the surviving principal components for the four types of ZMI.

On the retained features, a sequential forward selection (SFS) was subsequently applied.

For estimating the recognition rate of the considered classification scheme, cross-validation was used. Given the reduced size of our database, a variation of stratified leave-one-out cross validation has been used. Concretely, we consider all the training sets formed by removing two samples from the dataset, one from each of the two classes (ruptured and unruptured). This gives a total of $31 \times 21 = 741$ different splittings. The estimator of the recognition rate is the average of the results obtained over all the so constructed evaluation sets. This estimator is unbiased, under the assumption that the classification scheme is not too sensitive to removing two samples from the training set [43], and an estimation of its standard deviation is given by the formula $\sigma = \sqrt{r(1-r)/n}$, where $r$ is the estimated recognition rate and $n_f$ is the cardinality of the dataset. This non-sensitivity hypothesis becomes less realistic when considering more features. This is the essential reason behind the rule-of-thumb of Jain and Chandrasekaran [42].

The rupture risk prediction has been estimated from different number of features, selected by SFS (after PCA), from the four types of ZMI considered: either from the volume or the surface, and centred either with the CM or the BP. The results are displayed in Fig. 8. For the safe range until 10 features, we obtain a better estimated recognition rate for the surface based ZMI of around 80% $\pm$ 5%, with slightly better performance of the ones centered with the CM. The similarity of the results obtained from the two types of surface based ZMI does not allow us to assert the superiority of either of them. But, on the other side, this similarity gives an independent argument for the reliability of the result.

These results have been contrasted with the rupture risk prediction obtained from the usual aneurysm size and aspect ratio (AR), and their combination, estimated on the same dataset by using the same cross-validation method. These recognition rates are summarized in Table VI. The best performance result was
lower than 66%, clearly inferior than the recognition rates obtained from ZMI.

It is also worth mentioning that only 59% of the 31 ruptured aneurysm had $\text{AR} \geq 1.6$ (the cutoff previously reported by Ujiie et al. [14]), whereas 79% of the 24 unruptured had an $\text{AR} < 1.6$, which clearly illustrates the ongoing controversy [17]–[19]. The positiveness of the AR values suggests that the data may follow rather a log-normal than a normal distribution. The two samples, as well as the union of them, are compatible with a log-normal distribution with 95% confidence level for the Lilliefors, Shapiro–Wilks and $\chi^2$ tests. An ANOVA test was subsequently performed on the logarithm of the AR values. No significant differences at 95% confidence level were found between the population of ruptured and unruptured aneurysms, neither in variance nor in mean, indicating that any actual difference between both populations must be small.

V. CONCLUSION AND DISCUSSION

The importance of the introduction of morphological features in the clinical evaluation of intracranial aneurysms is underlined by the results of hemodynamic studies demonstrating complex relationships between shape irregularities and hemodynamic stresses on the aneurysmal wall. These contribute to inflammatory processes, thrombus formation and, eventually, to rupture [4]. To this end, better shape representations should be designed encapsulating the criteria that neuroradiologists follow to make clinical decisions. In this work, moment invariants are used with such aim. Moment invariants are defined by considering the full 3-D geometry of the aneurysms in contrast to previous approaches.

In particular, the correlation between rupture risk and geometrical shape parameters has been investigated by using two different moment-based descriptors: GMI and ZMI. These shape indices are obtained from linear combinations of geometric moments, which are calculated over non-structured triangular meshes, thus allowing subvoxel precision. Unfortunately, GMI are difficult to derive, and only a small number of them are explicitly derived up to order 3 [23], [29]. This implies that only low frequency details are encapsulated in such descriptors. To overcome these limitations, Zernike moments are more robust to small perturbations of the models. In particular, surface-based ZMI centered to the CM consistently provide good results. This is expected since the Zernike moments constitute a complete basis that eventually enables the reconstruction of the original model. However, to reach accurate reconstructions, it is necessary to consider high orders leading to high-dimensional feature spaces with their associated problems.

No conclusive results were obtained as to whether the CM or the BP should be used for centering the models. Although the CM performed better in some cases, this finding was not always consistent. In fact, the normalization for translation invariance may be closely coupled to the scaling, and therefore, further research is necessary on this issue. The method proposed by Novotni and Klein [33], based on fixing the spread of the object, has been used in this study to obtain scale invariance. Future work will be devoted to obtain a suitable value for such spread that optimizes the results. Further investigation is also required to assess the influence of other errors in the model definition. This may include the accuracy with which the nearby vessels are modeled as a consequence of scanner’s resolution, the segmentation algorithm, or postprocessing steps like smoothing. Such issues need to be assessed by using phantoms to evaluate the effect of the artefacts on the shape descriptors.

It should also be noted that an unproven assumption of this study, and of all the other previous works on characterization of aneurysms [4], [16], [17], is that aneurysms do not change dramatically their size and shape when they rupture. Although a decrease in size with rupture has been tentatively postulated [44], [45], no studies have definitively documented this phenomenon. On the other hand, several neurosurgical experts raised the opinion, that rupture does not cause major changes in the size and shape of an aneurysm [12], [46], [47]. However, since the configuration of aneurysms might change following its rupture, there is a need to conduct prospective studies for analyzing this possibility. This will be essential in assessing if quantitative shape analysis can determine the risk of rupture.

In summary, we have reported and analyzed two moment-based methods to characterize the three dimensional morphology of aneurysms. The possibility that ZMI can predict rupture risk is exciting, although, despite the encouraging
results obtained, more cases must be studied for establishing the clinical value of this technique.

**APPENDIX I**

**GEOMETRIC MOMENTS COMPUTATION BY USING THE DIVERGENCE THEOREM**

The Divergence Theorem: The Divergence Theorem for continuous functions is known as Gauss’s theorem in 3-D and relates a surface integral over a closed surface in 3-D to an integral over the enclosed volume. The Gauss’s theorem can be stated as follows:

\[
\int_{\Omega} \nabla \cdot \mathbf{F} \, d\mathbf{x} = \int_{\Gamma} \mathbf{F} \cdot \mathbf{n} \, d\sigma \quad (17)
\]

where \( \Omega \) is the volume domain and \( \Gamma \) its boundary. \( \mathbf{F} = (F_1, F_2, F_3)^T \), \( F_i = F_i(\mathbf{x}) \) is a differentiable vector field, \( \mathbf{n} = (n_x, n_y, n_z)^T \) is the outward normal vector to the surface, and \( d\sigma \) is the infinitesimal surface element.

Volume-based geometric moments are defined by (2), where the density function is a binary partition function

\[
f(\mathbf{x}) = \begin{cases} 1, & \text{if } \mathbf{x} \in \Omega, \\ 0, & \text{otherwise}. \end{cases}
\]

Thus, the integral to be performed is

\[
m_{\text{pGF}} = \int_{\Omega} x^{\ell_1} y^{\ell_2} z^{\ell_3} \, d\mathbf{x}
\]

Hence, we can look for a vectorial field \( \mathbf{F} \) satisfying \( \nabla \cdot \mathbf{F} = x^{\ell_1} y^{\ell_2} z^{\ell_3} \). The solution is easily obtained and, although it is not unique, the most symmetrical case can be chosen. Thus, applying the divergence theorem for this solution, the volume-based geometric moments can be written as

\[
m_{\text{pGF}} = \int_{\Gamma} \frac{x^{\ell_1} y^{\ell_2} z^{\ell_3}}{3} \left( \frac{x}{p+1}, \frac{y}{q+1}, \frac{z}{r+1} \right) \cdot \mathbf{n}(\mathbf{x}) \, d\sigma,
\]

(18)

In the discrete case, the divergence theorem relates a sum of a function over a discrete and closed surface to a sum of the function over the enclosed region. The object surface in such a discrete case is formed by a disjoint union of planar 3-D polygons, \( \Gamma = \bigcup_{j=1}^{N} \Gamma_j \), and (18) becomes

\[
m_{\text{pGF}} = \sum_{j=1}^{N} \int_{\Gamma_j} \frac{x^{\ell_1} y^{\ell_2} z^{\ell_3}}{3} \left( \frac{x_{\ell_1}}{p+1}, \frac{y_{\ell_2}}{q+1}, \frac{z_{\ell_3}}{r+1} \right) \, d\sigma.
\]

(19)

Accordingly, (19) can be rewritten as a sum over all the polygons \( \Gamma_j \) forming the object surface, \( m_{\text{pGF}} = \sum_{j} m_{\text{pGF}} \). In the case of triangular meshes, the integral \( m_{\text{pGF}} \) in each triangular element can be analytically computed. A detailed description of this is presented in the next subsection.

**Geometric Moments Computation Over Each Triangle:**

Assuming that each discrete polygonal surface, \( \Gamma_j \), is defined by a triangle, with vertices \( \mathbf{p}_{j,i} \) for \( 1 \leq i \leq 3 \), the unitary outer normal \( \mathbf{n}_j \) to each triangle can be calculated as:

\[
\mathbf{n}_j = (\mathbf{p}_{j,21}/||\mathbf{p}_{j,21}||) \times (\mathbf{p}_{j,31}/||\mathbf{p}_{j,31}||),
\]

where \( \mathbf{p}_{j,21} = \mathbf{p}_{j,2} - \mathbf{p}_{j,1} \) and \( \mathbf{p}_{j,31} = \mathbf{p}_{j,3} - \mathbf{p}_{j,1} \). The plane equation that describes each surface facet in the space is

\[
\mathbf{P}_{j,x_1}^T \cdot \mathbf{n}_j = 0
\]

(20)

where \( \mathbf{P}_{j,x} = \mathbf{p}_{j,x} - \mathbf{p}_{j,1} = (x - x_1, y - y_1, z - z_1)^T \), and \( \mathbf{n}_j = (n_{xj}, n_{yj}, n_{zj})^T \). For the sake of clarity, in some manipulations, \( j \)-subindices will be omitted, although all expressions will refer to the \( \Gamma_j \) surface patch.

In order to compute the integral \( m_{\text{pGF}} \), it is necessary to express the points of the triangle \( \Gamma_j \) immersed in the space in terms of some 2-D coordinates on the triangular surface. To this end, natural coordinates of the surface \( \Gamma_j \) are good candidates. Natural coordinates are dimensionless and are defined with respect to the length, area, or volume of the element, rather than with respect to the global 3-D coordinate system. In our case, the natural coordinates for a triangle \( \Gamma_j \) are the triangular coordinates.

Any point in the triangular surface \( \mathbf{p} \in \Gamma_j \) defines three lines connecting it to each of the vertices, which divides the triangle \( \Gamma_j \) into three areas \( A_1, A_2, \) and \( A_3 \). The area coordinates are defined as the proportions of these areas

\[
\ell_1 = \frac{A_1}{A}, \quad \ell_2 = \frac{A_2}{A}, \quad \ell_3 = \frac{A_3}{A}
\]

(21)

where \( A \) is the area of the triangle \( \Gamma_j \). Obviously, they satisfy the constraint \( \ell_1 + \ell_2 + \ell_3 = 1 \). Thus, only two of them are needed to coordinate the triangular surface, but keeping the three of them in a symmetrical way has some advantages to compute the integrals.

These triangular coordinates are indeed a linear transformation from the 3-D Cartesian coordinates. Hence, there exists a matrix \( \mathbf{A} \) defining the transformation \( \{\ell_1, \ell_2, \ell_3\} \rightarrow \{x, y, z\} \) as

\[
\mathbf{x} = \mathbf{A} \ell
\]

(22)

where \( \mathbf{x} = (x, y, z)^T \) and \( \ell = (\ell_1, \ell_2, \ell_3)^T \). By denoting conveniently the components of the matrix \( \mathbf{A} \), this can be equivalently expressed as

\[
x = \sum_{i=1}^{3} x_i \ell_i, \quad y = \sum_{i=1}^{3} y_i \ell_i, \quad z = \sum_{i=1}^{3} z_i \ell_i.
\]

When expressed in triangular coordinates, the integral \( m_{\text{pGF}} \) becomes a linear combination of terms of the form \( \int_{\Gamma_j} \ell_k \ell_l \ell_m \, d\sigma \), with \( k, l, \) and \( m \) nonnegative integers. These integrals can be computed by expressing the differential area in triangular coordinates [48]

\[
d\sigma = 2A d\ell_1 d\ell_2,
\]
The result of the integral is then

$$\int_{A} \frac{k_{i}j_{2}^{m}}{l_{2}^{3}} d\sigma = 2A \frac{k_{i}j_{2}^{m}}{(k + l + m + 2)!}.$$  \hspace{1cm} (23)

Finally, recombining these terms, the integral $m_{j}\sigma$ can be expressed as

$$m_{j}\sigma = \frac{2A}{3[|p| + 3]} \sum_{k=0}^{P} \left( \begin{array}{c} p \\k \end{array} \right) x_{2}^{p_{1} - k_{1}} y_{3}^{p_{2} - k_{2}} z_{3}^{p_{3} - k_{3}} (|p| - |k|)! \times \sum_{j=0}^{k} \left( \begin{array}{c} k \\j \end{array} \right) x_{1}^{p_{1} - j_{1}} y_{2}^{p_{2} - j_{2}} z_{2}^{p_{3} - j_{3}} j_{1}! (|k| - |j|)! \times (x + \alpha x + \gamma z + (x - \xi x + y z) \xi x + \gamma z; |p|)$$

where the following notation has been used:

$$\sum_{k=0}^{P} \sum_{k_{1}=0}^{p_{1}} \sum_{k_{2}=0}^{p_{2}} \sum_{k_{3}=0}^{p_{3}} \left( \begin{array}{c} p \\k \end{array} \right) = \prod_{i=1}^{3} \left( \begin{array}{c} p_{i} \\k_{i} \end{array} \right) \times \xi x = \frac{x y z}{p_{1} + 1} + \frac{y z}{p_{2} + 1} + \frac{z}{p_{3} + 1}, \quad |p| = \sum_{i=1}^{3} p_{i}.$$ 

Newton’s binomial $(a + b)^{n} = \sum_{k=0}^{n} a^{n-k} b^{k}$ has been used to expand expressions of the form $\xi x + \xi y + \xi z$, where $i = 1, 2, 3$ and $\xi = x, y, z$.
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