@neurIST complex information processing toolchain for the integrated management of cerebral aneurysms


1 Centre for Computational Imaging and Simulation Technologies in Biomedicine (CISTIB), Information and Communication Technologies Department, Universitat Pompeu Fabra, Networking Research Center on Bioengineering, Biomaterials and Nanomedicine (CIBER-BBN), and
2 Institució Catalana de Recerca i Estudis Avançats (ICREA), c/ Tanger 122–140, E08018 Barcelona, Spain
3 Consulting in mathematical methods, Bonn, Germany
4 Medical Physics Group, Faculty of Medicine, University of Sheffield, Sheffield, UK
5 BioComputing Competence Centre SCS s.r.l., Casalecchio di Reno, Italy
6 ANSYS UK, Ltd, Abingdon, UK
7 University of Applied Science Koblenz, Germany

Cerebral aneurysms are a multi-factorial disease with severe consequences. A core part of the European project @neurIST was the physical characterization of aneurysms to find candidate risk factors associated with aneurysm rupture. The project investigated measures based on morphological, haemodynamic and aneurysm wall structure analyses for more than 300 cases of ruptured and unruptured aneurysms, extracting descriptors suitable for statistical studies. This paper deals with the unique challenges associated with this task, and the implemented solutions. The consistency of results required by the subsequent statistical analyses, given the heterogeneous image data sources and multiple human operators, was met by a highly automated toolchain combined with training. A testimonial of the successful automation is the positive evaluation of the toolchain by over 260 clinicians during various hands-on workshops. The specification of the analyses required thorough investigations of modelling and processing choices, discussed in a detailed analysis protocol. Finally, an abstract data model governing the management of the simulation-related data provides a framework for data provenance and supports future use of data and toolchain. This is achieved by enabling the easy modification of the modelling approaches and solution details through abstract problem descriptions, removing the need of repetition of manual processing work.
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1. INTRODUCTION

Cerebral aneurysms are local pathological dilatations of arteries in the brain causing significant morbidity and mortality rates [1]. A large proportion (1–5%) of the population has unruptured aneurysms. Once an aneurysm rupture, subarachnoid haemorrhage (SAH) usually occurs, and the impact is devastating. After SAH, patients have a 45 per cent 30 day mortality rate, and an estimated 30 per cent of survivors present moderate-to-severe disability. As a consequence, SAH induces a serious burden for patients, their relatives and society.

A considerable debate regarding the optimal treatment of patients harbouring unruptured intracranial aneurysms has developed in recent years, stemming largely from the influence of several factors. Among them stand out the impact of recent technological improvements on diagnostic and interventional imaging, the appearance of a new generation of therapeutic devices, and the increase in the number of large-scale, randomized, multi-institutional studies centred in the outcome evaluation of existing treatments [2] as well as the evolution of unruptured aneurysms [3]. The combination of these factors and the sometimes contradictory
conclusions introduced by these studies have led to considerable uncertainty about the optimal treatment for patients harbouring unruptured intracranial aneurysms.

These efforts from the clinical community have caused an increasing interest in modelling the complex multi-factorial mechanisms thought to be involved in aneurysm genesis, growth and rupture, which include genetic, physical and environmental factors. This global approach to the disease links with the wide international interest in the construction of an integrated in silico human. The ‘IUPS Physiome’ [4,5] provides the framework for a hierarchy of models spanning the length scales from the molecule to the individual. Other activities exploring the development of multi-scale and multi-disciplinary physiological models up to specific organ level have resulted in the development of the virtual physiological human (VPH) [6-8], in the context of which we could frame this work.

1.1. The @neurIST project

This work was developed as part of the European project ‘Integrated Biomedical Informatics for the Management of Cerebral Aneurysms’ (@neurIST; http://www.aneurist.org) [9,10]. @neurIST was a 4 year project started in 2006 with a 17 million euro budget, gathering 28 public and private institutions of 12 European countries, including industrial, medical and academic institutions. Several organizations from the USA, New Zealand and Japan participated as external collaborators. The mission statement of the project was the following:

@neurIST will transform the management of cerebral aneurysms by providing new insights, personalized risk assessment, and methods for the design of improved medical devices and treatment protocols.

To fulfill this mission, four software suites (@neuRisk, @neuLink, @neuFuse and @neuEndo) and two infrastructure components (@neuCompute and @neuInfo) were developed to collaborate with each other [11–13]. @neuRisk provides personalized risk assessment and treatment guidelines to practitioners based on the analyses performed by the other three suites. @neuLink enables not only the study of the existing links between genetics and disease, but also provides links to the biomechanical indices extracted from @neuFuse. @neuFuse addresses the patient data fusion from different modalities and the extraction of such biomechanical indices. @neuEndo works closely to the other three suites facilitating the optimization and customization of medical devices used for patient treatment. The two infrastructure components allowing the interoperability and collaboration of the suites are @neuCompute, by providing high-performance-distributed computing capabilities, and @neuInfo, by enabling a homogeneous data access and storage to the heterogeneous data types handled in the suites. A more detailed description of the @neurIST system architecture is provided in Benkner et al. [14], where the authors introduce the developed service-oriented IT infrastructure supporting the seamless access to distributed medical data and computational resources in an easy and secure manner.

From the previous, one can understand the role that @neurIST has in tackling a disease in a global manner, a concept which directly links to the VPH. The developed multi-scale paradigm could be extended to other diseases.

1.2. Finding biomechanical risk factors: approach and challenges

This paper describes the @neurIST complex information processing toolchain approach to provide physical models of cerebral aneurysms and derive representative descriptors that could be associated with their rupture.

To create a comprehensive basis for investigating potential physical risk factors, the project aimed to compute for a large number of cases many different characterizations based on the analysis of shape, blood flow (haemodynamics) and wall mechanics. To enable statistical analyses, the typically continuous output of these analyses had to be reduced to a finite number of descriptors suitable for finding statistical associations that would help understanding the natural history and the risks of available treatments.

To this end, @neurIST collected extremely heterogeneous data that included patient’s clinical history, images and blood samples, for more than a total of 1400 patients with ruptured and unruptured aneurysms. Our goal was then to compute the whole set of physical characterizations mentioned before for the nearly 500 patients having associated medical images.

To reach these goals, we had to face three major challenges. First, to determine the details of the most representative biomechanical analyses to be performed and select the most meaningful physical descriptors that could be derived (§2). Second, to enable performing multi-case, multi-operator and multi-site analyses guaranteeing consistency and repeatability among users and processing sites, and to reduce the manual work needed (§3). And third, to preserve the provenance of the derived descriptors, to link back to the clinical data, and to permit revisions of the modelling decisions, allowing for future variations and extensions of the analysis (§4).

Section 5 gives an account on our practical experience with using the toolchain. Among others, the work needed to synchronize between different processing teams and feedback collected from exposure to clinicians, i.e. non-experts with respect to the tools. Finally, we discuss how relevant these results are for clinical practice and VPH research in general.

2. CHALLENGE 1: BIOMECHANICAL MODELLING AND DESCRIPTORS

The first challenge faced while designing the @neurIST toolchain was to identify the set of most representative biomechanical descriptors suitable for performing risk assessment and association studies, and to identify the most appropriate computational model of the underlying physical problem. Along the lines set by
Ma et al. [15] and Ma [16], three general analyses were chosen to be performed: morphological, haemodynamic and structural. These analyses have been linked in the literature to aneurysm genesis, growth and rupture [17–19]. Evidence indicating differences in morphology [20–23] and flow [18, 24] between ruptured and unruptured aneurysms has been shown for reduced patient cohorts. Structural wall mechanics [25–28] has been used to justify the growth and remodelling happening at the aneurysm level.

The balance between merits and demerits of each analysis is sketched in figure 1. The theoretical level of confidence in the physical measures on which each of the analyses are based and the direct diagnostic capability derived from them varies inversely depending on the analysis. As an example, morphological characterizations have the least requirements in terms of the physical measures, only depending on the anatomical information extracted from the medical image. This is opposed to the difficulties in obtaining the physical measures needed to perform haemodynamic and structural analyses in this order of complexity. In the case of haemodynamics, the exact boundary conditions (inlet, outlet and wall movement) are usually unknown. For structural analysis, the situation is worse, as lack of information on the aneurysm wall (thickness, individual material properties) limits the analysis to provide qualitative results only. In contrast, the theoretical diagnostic capability would certainly be highest for a quantitatively correct wall mechanics analysis, as stresses exceeding the strength of the wall could be more directly associated with the mechanical processes inducing growth and remodelling phenomena and, therefore, linked to the event of rupture. Nevertheless, practically, morphological characterizations might currently have the highest predictive capabilities with respect to the other analyses.

Once these analyses were chosen, based on prior evidences found in the literature, and especially in the case of the haemodynamic and structural analyses, the immediate need was to decide what to simulate and how to perform such simulations. Unfortunately, there is not a clear answer to this problem. Each of the modelling choices presented trade-offs [30] and needed to be judged in the light of the available input data and intended purpose of the output.

To address these issues, an analysis protocol was developed in two stages. During the first stage, an initial version of the protocol was created and where the fundamental alternatives were identified, the core processing steps and data entities were specified and the topics that needed further exploration were highlighted. As an example of the last, the need for performing sensitivity studies was discussed. An external scientific advisory board of experts reviewed the protocol and raised several questions, including the need of performing linear versus nonlinear wall mechanics studies, using moving versus fixed wall boundary conditions for haemodynamics, employing coupled or isolated models (fluid structure interaction being an option) and using a personalized versus generic systemic model.

As a result, a second version of the protocol was written [29] providing a high-level tool-independent description of the processing chain, clearly describing each major operation with the specification of inputs and outputs. In addition, it included references to several of the studies carried out by the project to evaluate aspects such as the sensitivity of flow simulations to the imaging modality [31] and inlet boundary conditions setting [32], and the relationship between patient-specific and generic boundary conditions [33].

3. CHALLENGE 2: IMPLEMENTATION OF THE TOOLCHAIN

The second challenge was to enable multi-case, multi-user and multi-site analyses, which guaranteed
consistency and repeatability among operators and geographically disperse processing sites, while minimizing the amount of required user manual intervention. However, some steps had to remain under user control and considerable efforts had to be devoted to synchronize the different operators in the various processing teams. In the current section, the actual implementation of the toolchain is discussed, highlighting the efforts made to automate or semi-automate it. The toolchain encompassed the whole process from reading a medical image to the extraction of the morphological, structural and haemodynamic descriptors selected in the analysis protocol. These were combined with information available from the patient record and stored within a structured data repository, as described in §4.

3.1. Vascular geometry creation

All three analyses specified in the analysis protocol get as an input a surface mesh. Therefore, the first stage in the toolchain proceeds to create a vascular geometry from a three-dimensional rotational angiographic image (3DRA). This imaging modality is currently considered the gold standard [34,35] for aneurysm detection owing to its superior spatial and contrast resolution. A three-dimensional triangulated surface mesh is obtained using an automatic segmentation method based on geodesic active regions (GAR) in combination with an image standardization technique [36,37], recently presented and validated by Bogunovic et al. [38]. The method eliminates most of the dependency on the operator, and on the specific imaging protocols and equipment used. The only possible choice for the operator is the selection of the region of interest to be segmented as opposed to other methods such as the manual iso-intensity surface extraction (ISE), where in addition the selection of a threshold is left to the operator. While the impact of the selection of the region of interest for both methods has shown to be negligible, GAR outperformed ISE qualitatively and quantitatively for 3DRA and time of flight magnetic resonance angiographic images obtained from clinical routine when compared with manual measurements performed by clinicians. The dependency on the equipment used to image the patient is removed, thanks to the use of a training set and standardized images. The impact of the selection of images to build a training set has also shown to be minimal when compared with the inter-observer variability among clinicians when performing manual measurements. In terms of execution time, it was able to segment a region of interest with a size of $256^3$ voxels in $17 \pm 4$ min (average ± standard deviation) on a standard personal computer with an Intel quad-core 2.4 GHz processor and 4GB of memory.

Once the segmented surface mesh is available, it is manually manipulated to remove some of the artefacts not belonging to the cerebral vasculature or not relevant for the subsequent analyses (figure 2). A skeletonization algorithm [39] is used to extract the skeleton (medial axis) of this geometry. The skeleton acts as a reference to perform the perpendicular cuts where the flow boundary conditions need to be set, and as the linking point to the three-dimensional model of the human systemic circulation [40]. This first step in the toolchain is critical because the resulting vascular geometry is used as the basis for all further analyses. The impact of the chosen imaging modality and the quality of the image might have a strong influence in quantitative parameters extracted from flow simulations [31]. Therefore, the role of the operator in accepting or rejecting the images based on their quality before they are processed is fundamental for the accuracy of subsequent analyses. In our experience in @neurIST, the approximate discard rate of 3DRA images for all clinical centres involved in the data collection was between 30 and 40 per cent.

3.2. Morphological characterization chain

A collection of morphological descriptors of various complexity was selected among the wide variety available in the literature [21,22]. Basic size indices such as aspect ratio [20], non-sphericity index [22], aneurysm volume and surface area are calculated for the aneurysm sac. Aspect ratio relates the aneurysm depth and neck width, while non-sphericity index relates the aneurysm volume and surface area. To isolate the aneurysm sac,
the aneurysm neck is manually delineated as shown in figure 3. A set of more sophisticated descriptors called three-dimensional Zernike moment invariants [23,41] are also used to characterize the aneurysm shape and a portion of the surrounding feeding vessels using a fixed cutting protocol at every inlet and outlet. Three-dimensional Zernike moments provide a complete three-dimensional morphological characterization of objects, and their invariants remove scale and orientation dependency. These have shown for a small heterogeneous population promising rupture prediction rates [42]. Finally, inlet and outlet vessel diameters are also calculated at the cut planes used to isolate the geometry for which the Zernike moment invariants are computed. All of these descriptors are automatically computed in real time from the isolated geometries of the sac and aneurysm plus a portion of the surrounding feeding vessels.

3.3. Haemodynamics analysis chain

Two complementary haemodynamic analyses are carried out as part of this chain: a global one and a local one, with an optional uni-directional coupling between them. The global one is based on a one-dimensional model of the human systemic circulation [40], including the main arteries of a complete circle of Willis, and predicts flow rate and pressure waveforms at predefined points (figure 4). The local analysis uses the full three-dimensional geometry near the region of interest, obtained by clipping the three-dimensional geometry at appropriate places [29,32].

As no patient-specific measurements of flow properties at the openings defined by the clipping are generally available, the results of the one-dimensional global analysis can be used to obtain boundary conditions for the local three-dimensional analysis. Using the skeletonized representation of the three-dimensional vasculature in the region of interest calculated during the vascular geometry extraction stage, the operator manually defines perpendicular clipping planes and links the appropriate nodes of the one-dimensional circulation model to the corresponding points of the three-dimensional inlet and outlet boundaries, thus defining the boundary conditions for the three-dimensional model (figure 4).

The set of qualitative and quantitative descriptors (candidate risk factors) defined by the analysis protocol were extracted from the flow solution automatically, except a few qualitative ones such as flow stability and intra-aneurysmal flow type (figure 5) requiring expert judgement. Quantitative volumetric measures were performed within the aneurysm and at the neck. These included the maximum and mean velocities defined at peak systole and averaged over the cardiac cycle. Similarly, other measures were computed on the model surface, including areas of elevated pressure, impingement jet location, maximum static pressure on the wall at peak systole and the wall shear stress and derives such as the oscillatory shear index. Some of these measures are highly dependent on the location of the aneurysm neck, which unfortunately had to be manually defined as already mentioned in the morphological analysis. There have been several efforts in the literature aimed to solve this problem in an automated way, but to date none has been able to extract the aneurysm neck reliably in the general case [43–46].

The analysis protocol chose to model the transient blood flow by the Navier–Stokes equations under the assumption of rigid walls and a simple Newtonian rheology model with blood density of 1060 kg m$^{-3}$ and viscosity of 0.0035 Pa s.

The production runs were performed using a commercial three-dimensional flow solver ANSYS CFX (Ansys Inc., Canonsburg, PA, USA), which is a finite-volume computational fluid dynamics (CFD) code solving for the Navier–Stokes flow equations across an unstructured three-dimensional discretization (known as mesh) of the vasculature volume. Such mesh was generated by the ANSYS ICEM 3D (Ansys Inc.) mesh generator that labelled the aneurysmal interior in a completely automatic manner.

3.4. Structural analysis chain

Of all types of analyses in figure 1, an ‘accurate’ structural analysis would have the largest predictive capabilities. Nevertheless, in practice it also is the analysis requiring the most assumptions and simplifications. Still it can be hoped to gain information about risk factors [28]. In @neurIST, and owing to the lack of patient-specific data, the assumptions being made included averaged material properties and aneurysmal wall thickness and spatially and temporally constant pressure, for simplicity assumed at diastole. However, the membrane code FEANOR [47], developed specifically for @neurIST, computes the zero-load state of the aneurysm under the above assumptions, which is a first step towards more realistic wall mechanics simulation.

The thickness of the aneurysm wall was set to a constant value of 86 μm, the thickness of the vessel wall to 500 μm, and was linearly interpolated in a transition region (figure 6a). Owing to this thin wall, computing the zero-load state is a numerically delicate process.
(figure 6) and great effort was required to make this numerically stable and hence automatic.

Two different protocols are supported. The first one uses a nonlinear material model and computation of a zero-load state, and the second uses a linear material model assuming zero stresses at diastole. Given the essential uncertainties in quantitatively estimating the model parameters, the characteristic measures include only relative measures like ratio of areas exceeding certain thresholds of maximum stress and strain, as these are expected to be less sensitive to variations of the unknown patient-specific values of aneurysm wall thickness and material properties.

4. CHALLENGE 3: A MODEL FOR @NEURIST SIMULATION DATA

4.1. Motivation and overview

The third challenge was to preserve the provenance of the derived descriptors, to be able to link back to the clinical data and to permit future revisions of the modelling decisions, allowing for future variations and extensions of the analysis. This concern was partially originated by the huge amount of manual work going into the toolchain and into the data processing, despite the level of automation and semi-automation achieved during the implementation of the toolchain. Moreover, feeding the results into the sophisticated data mining machinery of @neuLink [11] meant that various subsets and combinations of the result data were possibly needed, in order to select statistically meaningful groups of cases and to provide the greatest flexibility in the search for patterns.

The answer was to design a systematic model of the different data entities involved to facilitate meeting these requirements. Relationships, mutual dependencies and history (provenance) needed to be clearly captured. In contrast to the general approaches for provenance recording described in Simmhan et al. [48], our approach is geared towards the specific needs of the @neurIST project. According to the taxonomy of
Simmhan et al. [48], we use a coarse-grained and somewhat abstracted replication recipe (see also below §4c on abstract problem descriptions (APDs)). At the same time, to maximize opportunities for future use, the entities in this model had to be represented in a sufficiently general way in order to distinguish from details specific to concrete tools and applications. That is, to abstract from information which will become obsolete sooner or later. This application-neutrality was already required within the @neurIST complex information toolchain, as it was designed to support different solvers for the same computational problem (e.g. ANSYS CFX and a Lattice–Boltzmann code for haemodynamics).

Our solution thus consisted of the following ingredients:

— A relational data model (using structured query language (SQL) as data definition language) linking the important classes of simulation (or ‘derived’) data to the clinical data, hence ‘derived data model’ (DDM).
— A set of tools automatically translating the abstract, application-neutral description of the DDM into complete input specifications for concrete simulation applications.
— A strategy for storing and retrieving bulk data, like raw simulation results, images, etc. While most of the bulk data is application-specific and can be reproduced using the high-level data and the two tools just mentioned, it may be worthwhile to keep it for a certain period of time, e.g. for visualization and review purposes.

### 4.2. A relational data model for derived data

The DDM forms the core of these developments. A high-level overview in the form of an entity-relationship (ER) diagram is shown in figure 7. The DDM covered the following major entities.

— **Aneurysm.** The anatomical structure in the focus of interest.
— **Image** (split in imagingStudy and imagingSeries). A medical image of the region of interest.
— **Processed geometry.** A valid geometric representation of one or more aneurysms with anatomically correct topology.
— **Analysis.** A high-level description of a computational model, e.g. blood flow through the vasculature surrounding an aneurysm.
— **Run.** An actual computation of an analysis with a simulation programme.
— **Index.** A discrete\(^1\) characterization of an aneurysm, e.g. aspect ratio, collection of three-dimensional Zernike moment invariants or maximal wall shear stress inside the aneurysm.
— **Experiment.** A group of similar analyses suitable for finding statistical correlations.

Some of these entities (namely aneurysm and image) contained references to their counterparts in clinical databases that may be enhanced with additional information, such as image quality. The clinical databases containing the anonymized patient’s clinical record use their own data model developed in the project, the @neurIST clinical reference information model (CRIM). The DDM was kept deliberately separate from the CRIM to minimize dependencies.

The central use case of the DDM in our context of finding risk indicators is the ability to retrieve answers to questions (known as queries) like ‘for a set of aneurysms, retrieve rupture status and values of biomechanical characterizations A, B, and C’. This query could easily be refined by restriction to aneurysms in certain locations, or by excluding cases with certain irregularities (like bad image quality), and so on.

An important means to form meaningful groups of comparable analyses is the experiment entity. For instance, we used two different experiments for the wall mechanics analyses, one using a linear material model, and one using a non-linear model with computation of a zero-load state. Another example of use of experiments is for different conventions for geometry clipping in shape analysis. Clearly, it does not make sense to mix analyses pertaining to different experiments in a statistical evaluation.

### 4.3. Handling bulk data

The storage of the actual bulk data (meshes, pictures and full simulation results) can be handled in a quite flexible way, as the data model provides a placeholder\(^1\)

\(^1\)I.e. a small, finite set of values, as opposed to a continuum like a pressure field, which is not usable in a statistical clustering analysis.
For each such data entities, with the necessary metadata as to where and how it is stored. Smaller data like surface meshes can even be stored directly in a database management system (DBMS) as binary large object (BLOB). Data stored outside the DBMS can be referenced by URLs, or most generally, by endpoint references (EPR), containing the details for addressing a service delivering the data.

An important criterion to support decisions about whether to store a particular piece of data, such as raw simulation results or processed geometries, is the cost associated to (re-)generate them. This can be computational costly as well as, and more importantly, the amount of manual work needed to create them. For the case of the @neurIST toolchain, this differentiates processed geometries, possibly requiring a lot of manual work, see §3a, from simulation results, which can be generated automatically from their APDs, a concept we will discuss in more detail next.

4.4. An important concept: abstract problem descriptions

An APD is a high-level definition of a computational biomechanical problem, like a blood flow analysis through an aneurysm and surrounding vasculature. Despite their high-level nature, they contain or reference all information needed to generate input for any concrete simulation application run computing the analysis. There could be different runs using different applications for the same analysis, which should yield the 'same' results (up to some limit of accuracy). Sets of different runs could be used for verification of the solver-independence of results.

The conversion of an APD into a concrete simulation input and the subsequent run is, in principle, a completely automatic task, as the APD contained all relevant information; all necessary pieces of data needing human intervention are generated and stored before creating the APD. In practice, the feasibility of automation is certainly dependent on the application; in the case of @neurIST, we fully automated this step for the supported simulation packages. An exception to this rule are some qualitative characterizations that inevitably required human intervention.

The precise but application-neutral representation of biomechanical problems in the APDs enables their long-term storage, making them insensitive to the rise and fall of simulation applications, or just incompatibilities between versions. For instance, we integrated two fundamentally different types of CFD solvers. First, ANSYS CFX based on a finite volume scheme on unstructured meshes, and, second, a Lattice–Boltzmann solver, based on regular structured grids (the latter was not used for production runs). Basically, this meant implementing specific preprocessors.
translating the APD into either ANSYS CFX or Lattice–Boltzmann input. The abstractness of the representation also facilitates automatic transformation of analyses to yield variants implementing different experiments. For instance, it would be easy to implement features like changing the generation of boundary conditions or using a different material model. Such automatic transformations pave the way to practical future uses of the results, like doing parametric studies or setting up completely new modelling approaches.

5. PRACTICAL EXPERIENCE

Even if the degree of automation accomplished in the implementation of the complex information toolchain is beyond the state of the art, it was not sufficient to achieve consistent results across the different processing teams. To achieve this, training was fundamental, and verification of the level of understanding of the case processing rules was mandatory. To evaluate the overall impact of the operator decisions on the final-derived descriptors, six patient images were chosen as demonstrators and were fully processed by eight representatives of the processing teams. The objective was to synchronize the results of the operators for the shape, structural and haemodynamic analyses.

Several rounds of this synchronization were needed before a common agreement was reached and a set of accurate guidelines could be distilled. This process was simpler in the case of the morphological analysis and only two rounds were needed. As an example of the importance of this process, see in figure 8 the surprising variability in the results for some operators after the first synchronization iteration. In the case of the haemodynamic analysis, the synchronization took longer because of the elevated complexity of this chain as well as the impact that operator decisions could have on the final simulation results. Still, agreement was reached in the end and the @neurIST case processing was started.

In total, 15 operators from four case processing centres were involved and fully processed images from five hospitals producing descriptors for more than 300 aneurysms. The essential data items created during this process were stored using the mechanism described in §4 and are thus available for future work. Statistical associations are currently being analysed between these descriptors and the aneurysm rupture status information, among others.

In addition, we also wanted to evaluate the suitability of our toolchain for clinical practice. In this spirit, and to gain useful feedback, the toolchain has been officially exposed to more than 260 neurointerventionists, neurosurgeons and neurologists for their evaluation through hands-on workshops at different public events, where the participants worked under guidance through a simple case, from medical image to a three-dimensional blood flow simulation. They achieved results comparable to those obtained by experts users, with similar performance.

The main venues have been the 1st and 2nd European Society for Minimally Invasive Neurovascular Treatment (ESMINT) Teaching Courses, respectively, held in Lisbon, Portugal (7–12 September 2008) and Barcelona, Spain (13–18 December 2009), the 4th International Conference on Computational Bioengineering, Bertinoro, Italy (16–18 December 2009), the XIV World Congress of Neurological Surgery, Boston, USA (30 August–4 September 2009) and the Simposio Internacional de Neuroradiología Intervencional, Santiago de Chile, Chile (26–27 November 2009).

The collected feedback was used to further improve the subsequent releases of the toolchain. Some of the conclusions reached during the 1st ESMINT Teaching Course were reported and described in Singh et al. [49]. In general, clinicians recognized shortcomings in current management of cerebral aneurysms and the need for better understanding of the disease and the identification of novel and more efficient risk descriptors. Although most clinicians believe that physical characterization (mainly haemodynamics at that workshop) may offer better diagnostic value, there is a clear lack of awareness concerning the role of haemodynamics in the aetiopathogenesis of cerebral aneurysms and the use of CFD in this context.

6. DISCUSSION

A number of unique challenges were associated with the large-scale multi-case, multi-operator and multi-site biomechanical processing undertaken by @neurIST. The solutions we have developed to meet these challenges are, we believe, of interest not only for the field of aneurysm research, but also beyond that for the larger VPH community studying other diseases.2

The toolchain itself was developed and automated to a degree which proved sufficient to process more than 300 aneurysms minimizing and quantifying the impact of human operators, either by ensuring synchronization among operators through training or by performing

2Parts of the toolchain are available through the @neurIST web site http://www.neurist.org/, as well as the data model SQL definition and the final analysis protocol document. Currently, there are efforts in the direction of making derived data available through the European Society of Minimally Invasive Neurological Therapy (ESMINT) society http://www.esmint.eu/.
several sensitivity studies. Also, more than 260 clinicians ran full blood flow simulations starting from medical images, using our toolchain during internationally renowned hands-on events. Their feedback convinced us that these kinds of tools will find their way into clinical practice. All together, the amount of practical usage, testing and continual improvement based on user feedback of this toolchain certainly surpasses that of most similar research-oriented efforts. There is, however, still room for improvements.

Our analysis protocol [29], with its detailed specifications and ample discussion of limitations versus modelling alternatives, is an ideal starting point for continuing and extending our efforts. It can also serve as a blueprint for transferring the approach to other diseases, which should be straightforward for vascular diseases.

The analysis of the biomechanical characterizations with respect to their diagnostic value is still ongoing. Some preliminary works [42,50–53] have already used the toolchain on a reduced number of cases. However, it can be expected that the larger the number of cases, the statistically more reliable conclusions will be achieved compared with similar prior works [53], but always under the strong and arguable assumption that aneurysms do not change over time.

Using the toolchain to simulate flow in the presence of virtual endovascular devices such as stents [54] currently allows evaluating the performance of endovascular devices from a haemodynamic point of view [55,56], benefiting from the ability of setting boundary conditions based on a one-dimensional model of the systemic circulation [32,33,40]. The inclusion in the project of genetics data has rendered already relevant results [57] to the scientific community in identifying three new risk loci, which still need to be linked to biomechanical factors through @neuLink [12].

The results of our processing are organized using the DDM and are available for future extensions of the work, both by adding new cases or by varying the modeling approach. In this case, it might be interesting to enable the toolchain to investigate effects of certain drugs on blood viscosity and hence on the computed flow characterizations. The prospect of being able to run large-scale computational experiments with these many cases without having to invest a lot of human effort into manual case-by-case model adaptation is exciting.

We believe that our approach has the potential to serve as a model for organizing large-scale multi-case simulation in the VPH context in general, as it supports looking both into the past, by providing provenance information, and into the future, by providing means to modify toolchain details (like replacing specific solvers) and to transform problem descriptions to support alternative modelling choices. Currently, the model only supports the coupling between the systemic and the local three-dimensional haemodynamics analyses; a particularly promising path for future evolution is to add explicit support for coupling between different analyses on different scales.
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